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The Role of CPS Nonresponse in the Measurement
of Poverty

Charles HOKAYEM, Christopher BOLLINGER, and James P. ZILIAK

The Current Population Survey Annual Social and Economic Supplement (CPS ASEC) serves as the data source for official income, poverty,
and inequality statistics in the United States. There is a concern that the rise in nonresponse to earnings questions could deteriorate data
quality and distort estimates of these important metrics. We use a dataset of internal ASEC records matched to Social Security Detailed
Earnings Records (DER) to study the impact of earnings nonresponse on estimates of poverty from 1997–2008. Our analysis does not
treat the administrative data as the “truth”; instead, we rely on information from both administrative and survey data. We compare a “full
response” poverty rate that assumes all ASEC respondents provided earnings data to the official poverty rate to gauge the nonresponse bias.
On average, we find the nonresponse bias is about 1.0 percentage point.

KEY WORDS: Administrative data; Hot deck; Imputation; Nonrandom selection

1. INTRODUCTION

The Current Population Survey Annual Social and Economic
Supplement (CPS ASEC) serves as the official source of in-
come and poverty statistics for the United States. ASEC re-
spondents may be reluctant to answer income questions, or in-
deed any questions, out of concern for response confidentiality,
or they may just have insufficient knowledge of the answers
(Groves 2001; Korinek, Mistiaen, and Ravallion 2007). As seen
in Figure 1, the nonresponse rate for ASEC earnings among
workers (both item nonresponse and supplement nonresponse)
has risen dramatically since the early 1990s. The earnings im-
putation rate has reached 20%, and nonresponse of the entire
ASEC supplement adds an additional 10 percentage points to
make total nonresponse about 30% in a typical year over the
past decade. Rates of item nonresponse for other earnings (e.g.,
self-employment) trended upward in the 1990s, but they only
contribute 1–2 percentage points per year, implying that 95% of
earnings nonresponse is due to wage and salary workers. Earn-
ings accounts for over 80% of total income in national income
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accounts; thus, failure to accurately measure it may significantly
bias estimates of the income distribution.

This article assesses whether and to what extent there is bias
in official poverty rates caused by earnings nonresponse. The
poverty rate, which has been measured consistently since the
late 1960s, is not only the key statistical barometer of the well
being of low-income families in the United States, but also is
used in allocating billions of dollars annually in intergovernmen-
tal transfers for nearly 40 federal programs (Citro and Michael
1995; Ziliak 2006; Gabe 2007; Meyer and Sullivan 2012; Short
2013). Thus, knowledge of potential bias from earnings non-
response is important as it could have substantive budgetary
implications. We note that bias could also arise from nonre-
sponse to the initial CPS interview (unit nonresponse) or in
other income sources used in constructing the poverty rate such
as government transfer programs or private nonlabor income
(e.g., retirement, rent/interest/dividends). Initial interview non-
contact/refusal rates are in the range 8%–9% (Dixon 2012),
while rates of nonresponse in the ASEC among other income
sources used in constructing poverty estimates generally range
from 0.5% to 4% depending on source, and thus are much less
common than earnings imputation.

The current approach of the U.S. Census Bureau is to re-
tain earnings nonrespondents in the sample and to assign them
earnings via a matched “donor” with similar demographic char-
acteristics using a sequential “hot deck” procedure (Little and
Rubin 2002; Turek et al. 2009). The advantage of this approach
is that with weights the sample retains population representa-
tiveness, and there may be efficiency gains from retaining the
whole sample (Andridge and Little 2010). However, the hot
deck procedure may bias estimates of population statistics if the
missing at random (MAR) assumption does not hold (Bollinger
and Hirsch 2013). Hirsch and Shumacher (2004) and Bollinger
and Hirsch (2006) studied the hot deck procedure in both the
ASEC and the CPS Outgoing Rotation Group, and showed the
hot deck procedure causes earnings regression parameters to be
biased even when the MAR assumption holds. In the event that
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Figure 1. Trends in earnings and total (item + supplement) imputations in the ASEC among workers. Source: Authors’ calculations; U.S.
Census Bureau, Current Population Survey, 1988–2012 Annual Social and Economic Supplement.

the researcher is using the exact variable definitions in their re-
gression models as employed by Census for the hot deck, there
is no bias under MAR. However, Hirsch and Schumacher (2004)
and Bollinger and Hirsch (2006) pointed out that this is rare be-
cause of the coarseness of categories used in the hot deck. Given
the bias in regression parameters, there is a possibility the hot
deck procedure could bias estimates of statistics derived from
income such as poverty rates.

We propose a new approach to address the effect of earn-
ings nonresponse on the measurement of poverty. Similar to the
hot deck approach, we seek the missing counterfactual owing
to nonresponse: what would the poverty rate be if all nonre-
spondents reported their earnings? To estimate what we call the
“full-response poverty rate,” we assemble a proprietary dataset
of internal ASEC records matched to Social Security Detailed
Earnings Records (DER) that covers survey years 1998–2009
and allows for the systematic study of long-term trends in in-
come imputation and poverty rates. The DER file contains earn-
ings from all jobs reported on a worker’s W-2 forms as well as in-
come from self-employment subject to Federal Insurance Con-
tributions Act (FICA) and/or Self-Employment Contributions
Act (SECA) taxation. The DER data are central to our analysis;
however, our procedure does not treat the administrative data as
correct or the “truth,” and instead uses ASEC earnings as the
baseline. While some research on wages have treated adminis-
trative records like the DER as correct (see Bound and Krueger
1991; Bollinger 1998), these analyses typically attempted to
remove individuals whose characteristics (industry and occupa-
tion) were likely to indicate substantial under-the-table earnings.
This approach will not work in estimation of poverty rates, since
all individuals and families must be included. Moreover, recent
research (Roemer 2002; Abowd and Stinson 2013) has sug-
gested that this is not necessarily an appropriate approach, and,
in fact, the alleged “over-reporting” of CPS earnings among
low-income persons may reflect actual earnings not in the DER

such as unreported and/or uncovered earnings (both legal and
illegal).

There is the possibility that earnings reports in the ASEC
are also underreports if the respondent suffers from recall bias
or also feels compelled to shelter earnings from the Census
field representative, perhaps over confidentiality concerns. We
are not aware of any evidence on whether income sheltering is
more prevalent in the DER or ASEC, and if they are the same
then we still would expect earnings reports in the ASEC to
exceed the DER at the low-end of the distribution because some
sources are not required to be reported to tax authorities. Thus,
our approach is to control for differences between the ASEC
and DER in coverage of different income categories, some of
which do not require reporting to the tax authorities in the DER,
and some of which are required to be reported, but are not,
holding constant any other forms of measurement error in either
survey.

Three major issues arise in establishing the full-response
poverty series: the DER data are at the individual level, whereas
the Census poverty rate is a family-level construct; the DER
data differ in content from the ASEC data; and not all non-
respondents are matched to the DER records. For the first is-
sue, we match DER and ASEC data at the individual level
and then use family identifiers to aggregate DER earnings to
the family level. For the second two issues, we address them
most simply by comparing ASEC poverty rates to DER poverty
rates for those who both report earnings to the ASEC and
are matched to the DER. This provides a simple correction
to the DER poverty rates for those who fail to report earnings in
the ASEC. Similarly, we can compare ASEC poverty rates for
those who are matched to the DER and those who are not. Doing
so provides a correction to account for nonrespondents who are
not matched. Together, the corrections provide an estimate of
the poverty rate that would emerge in the absence of earnings
nonresponse.
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We compare our approach to several alternatives, drawing out
important differences in the various assumptions underlying the
reasons for the missing data and the attendant implications for
the measurement of poverty. For example, Nicholas and Wise-
man (2009, 2010) and Turek et al. (2012), each examined the
effect of nonresponse on poverty in select years using what we
call a “plug-in” approach. That is, they replace ASEC earn-
ings with DER earnings, or the maximum of ASEC and DER
earnings, to construct an alternative poverty series, finding little
effect of earnings nonresponse on poverty. In addition to our new
method of accounting for nonresponse, our study differs from
Nicholas and Wiseman (2009, 2010), and Turek et al. (2012), in
several ways. First, we examine a longer time series. Second, we
examine the entire poverty universe and not just workers. Third,
consistent with the Census construction of poverty as a family
concept, we derive measures of nonresponse at the family level.
Fourth, we distinguish the contribution of matched versus un-
matched, respondent versus nonrespondent, and working versus
nonworking families to the poverty rate.

Our results suggest that the assumption of MAR, even con-
ditional on known characteristics, is not valid in earnings data
in the ASEC. Hence, any correction that assumes missing com-
pletely at random or MAR, such as the hot deck procedure, is
likely to be biased. We show that the ASEC underestimates the
rate of poverty by an average of about 1.0 percentage point, or
roughly 3 million persons.

2. POVERTY, NONRESPONSE, AND LINKED
SURVEY AND ADMINISTRATIVE DATA

The official poverty rate is based both on the actual earnings
of those persons who respond to the ASEC earnings questions
and the imputed earnings of those persons who do not respond
to the ASEC earnings questions. The poverty rate can be written
as a weighted average of these two groups:

P C = P ASEC
R ∗ Pr {R} + P ASEC

NR ∗ Pr {NR} , (1)

where P C is the official Census poverty rate, P ASEC
R is the

poverty rate among respondents (R) using ASEC earnings,
Pr {R} is the probability of earnings response, P ASEC

NR is the
poverty rate among nonrespondents (NR) using ASEC earn-
ings, and Pr {NR} is the probability of nonresponse. The ASEC
data provide consistent estimates of three of the terms on the
right-hand side: P ASEC

R , Pr {R}, and Pr {NR}. The term P ASEC
NR is

not measured in the ASEC data for earnings nonrespondents and
thus must be estimated if these observations are to be retained.

The Census Bureau implements a hot deck procedure to re-
place the missing earnings to derive an estimate of the poverty
rate (Welniak 1990). Specifically, Census uses a sequential
match procedure by dividing individuals with missing data into
one of 12 allocation groups based on values of socioeconomic
variables such as age, gender, race, marital status, and employ-
ment status, and then an observation in each allocation group
is matched to another observation with complete data (called
the donor). If no match is found based on the full set of match
variables, then a match variable is dropped and variable defini-
tions are collapsed to be less restrictive until a match is made.
A more streamlined procedure based on eight allocation groups
is used for whole supplement nonresponse. The sequential hot

deck provides a consistent estimate of earnings under the MAR
assumption.

A transparent alternative to the hot deck is the naı̈ve bounds
cases motivated by the work of Cochran (1977) and Manski
(1989). Because the poverty rate falls between 0 and 1, we can
place bounds on the official series by making the polar assump-
tions in Equation (1) that the poverty rate among nonrespondents
is 0 or 1. As depicted in Figure 2, making these substitutions
results in a lower bound of poverty falling below the official rate
by about 3 percentage points on average in our sample, while the
upper bound is three times the official rate in a typical year. Al-
though our estimates are for person-level poverty rates, a recent
paper by Manski (2014) found similarly wide bounds for family
poverty rates in the United States. However, the naı̈ve bounds
are extreme because they assume we know nothing about the
poverty status of nonrespondents. A significant innovation of
our article is that we know a lot about nonreponders as we have
administrative tax data on their earnings from the DER.

Specifically, we link CPS ASEC survey data to the Social
Security DER data to assess how earnings nonresponse affects
the official poverty rate in the ASEC by providing estimates of
P ASEC

NR under plausibly weaker assumptions than used in the hot
deck. The sample for the analysis consists of the entire Census
poverty universe: that is, all noninstitutionalized families and
unrelated individuals aged 15 and older from the ASEC for sur-
vey years 1998–2009 (reporting income for 1997–2008). The
ASEC is then matched to the DER file, which is an extract of
Social Security Administration’s Master Earning File (MEF)
and includes data on total earnings such as wages and salaries
and income from self-employment subject to Federal Insurance
Contributions Act (FICA) and/or Self-Employment Contribu-
tions Act (SECA) taxation. These earnings are not top-coded
either at the FICA contribution limits or by Census as is done
for ASEC earnings, though self-employment earnings are only
reported if they are nonnegative. There is a separate DER record
for each job held by an individual, and thus we aggregate them
into a single, annual record. Nonworkers and those who do not
pay into Social Security are not in the DER.

Like the match to the DER, imputations of earnings oc-
cur at the individual level as well. For our purposes we clas-
sify a worker as having imputed earnings if either wages and
salary from longest job is imputed, wages and salary from other
jobs is imputed, self-employment earnings is imputed, or the
whole ASEC supplement is imputed. However, since the offi-
cial poverty rate in the United States is a family concept, Census
sums individual income across all persons in the family to create
family income that is compared to the official poverty threshold.
Thus, to be consistent with the family definition of poverty, we
aggregate individual income nonresponse and match status to
create family-level variables. That is, a family is considered im-
puted if any member in the family has imputed earnings, or has
the entire supplement imputed. A family is considered matched
to the DER data if all earners in the family are matched to a
DER record. An implication is that it is possible for families to
contain no workers, especially among retirees and the disabled,
and thus by construction no match with the DER is possible for
the family.

Figure 3 depicts trends in the family level ASEC-DER
match rate conditional on earners in the family (recall that by
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Figure 2. Naı̈ve bounds on the official poverty rate. Source: Authors’ calculations; U.S. Census Bureau, Current Population Survey, 1998–2009
Annual Social and Economic Supplement.

construction a family cannot be matched if there are no earn-
ers). In 1997, just over 60% of earner families in the ASEC were
matched to the DER. We note that this family-level DER match
rate of earners is about 10–12 percentage points lower than
individual-level match rates. This occurs because about 10%
of families have more earners than DER matches, and thus we
classify the whole family as nonmatched. However, the match
rate rose to 74% starting in 2005 and held steady thereafter. The
increase in the rate of ASEC-DER matches most likely occurred

because Census changed the consent process for linking to SSA
data from “opt-in” to “opt-out,” that is, starting in 2005 sam-
ple members were automatically enrolled in the link process
and had to request that they be removed. Importantly, there is a
20–25 percentage point difference in DER match rates depend-
ing on whether the family is a respondent or nonrespondent,
highlighting the importance of distinguishing match/nonmatch
by respondent status in our full-response poverty rate described
below.

Figure 3. Family level ASEC-DER match rate (earners). Source: Authors’ calculations; U.S. Census Bureau, Current Population Survey,
1998–2009 Annual Social and Economic Supplement, and Social Security Administration, Detailed Earnings Record, 1997–2008.
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Table 1. Summary statistics (head of family)

Respondent, DER
match

Respondent, DER
nonmatch

Nonrespondent, DER
match

Nonrespondent, DER
nonmatch

Characteristic Mean SE Mean SE Mean SE Mean SE

Age 43.07 0.03 57.11 0.05 45.57 0.06 48.64 0.06
Gender

Male (%) 55.70 0.12 49.13 0.12 55.17 0.22 54.99 0.18
Female (%) 44.30 0.12 50.87 0.12 44.83 0.22 45.01 0.18

Race
White (%) 84.83 0.08 83.21 0.09 80.52 0.17 79.81 0.15
Black (%) 10.65 0.07 12.61 0.08 14.42 0.15 14.43 0.13
Other race (%) 4.52 0.05 4.18 0.05 5.06 0.09 5.76 0.08

Marital status
Married (%) 54.74 0.19 46.43 0.20 58.51 0.35 59.80 0.29
Widowed (%) 3.82 0.07 21.15 0.16 5.07 0.16 8.33 0.16
Separated or divorced (%) 19.31 0.15 16.79 0.15 17.53 0.27 14.89 0.21
Single, never-married (%) 22.13 0.16 15.63 0.14 18.89 0.27 16.97 0.22

Educational attainment
Less than high school (%) 9.13 0.07 23.28 0.10 11.65 0.14 15.57 0.13
High school completed (%) 28.00 0.10 32.18 0.11 31.46 0.20 32.67 0.17
More than high school (%) 62.87 0.11 44.54 0.12 56.89 0.21 51.77 0.18

Employment status
Employed (%) 83.14 0.14 34.62 0.18 80.91 0.27 67.82 0.26
Unemployed (%) 3.78 0.07 2.65 0.06 3.22 0.12 2.68 0.09
Not in labor force
Retired (%) 4.84 0.08 43.66 0.19 6.89 0.18 15.77 0.21
Disabled (%) 1.88 0.05 10.19 0.11 2.41 0.10 4.28 0.11
Other reason (%) 5.73 0.08 8.68 0.11 6.11 0.16 9.13 0.16

Family size 2.51 0.00 2.13 0.00 2.69 0.01 2.69 0.01
Number of related children under 18 0.77 0.00 0.48 0.00 0.74 0.00 0.67 0.00
Official poverty status (%) 6.50 0.12 21.19 0.20 7.06 0.23 11.19 0.23
Family type

Married couple (%) 53.47 0.11 44.49 0.11 57.07 0.20 57.93 0.16
Female householder, no spouse
present (%)

26.74 0.10 36.87 0.11 25.41 0.17 25.34 0.14

Male householder, no spouse
present (%)

19.79 0.09 18.64 0.09 17.52 0.15 16.74 0.12

ASEC family earnings ($) 58,417 154 18,164 128 62,220 314 53,614 271
DER family earnings ($) 55,978 321 N/A N/A 61,974 1521 N/A N/A
ASEC family income ($) 65,504 162 39,421 130 70,124 328 63,711 281
DER family income ($) 63,065 327 N/A N/A 69,877 1527 N/A N/A

NOTE: SE, standard errors (estimated using generalized function parameters).
Source: Authors’ calculations; U.S. Census Bureau, Current Population Survey, 1998–2009 Annual Social and Economic Supplement. For information on sampling and nonsampling
error, see http://www.census.gov/prod/techdoc/cps/cpsmar13.pdf. Social Security Administration, Detailed Earnings Record, 1997–2008.

Table 1 presents detailed summary statistics of the sample
family head based on match and respondent status. Across most
demographic characteristics, the differences between matched
and nonmatched families are much more pronounced among re-
spondents than nonrespondents. For example, matched respon-
dents are 14 years younger on average than nonmatched respon-
dents, reflecting the fact that the latter group is much more likely
to be retired or disabled, while there is only a 3-year age gap be-
tween matched and nonmatched nonrespondents. In both cases,
the differences are statistically significant at the 5% level. Like-
wise matched respondents are statistically much less likely to be
a high-school dropout or to be living in poverty than nonmatched
respondents. These gaps are relatively small among nonre-
spondents. As a consequence, ASEC earnings and family in-
come are substantially and statistically higher for matched than

nonmatched respondents. Interestingly, even though the differ-
ence in earnings and income among nonrepondents is compara-
tively small across match status, the level is higher than among
respondents, suggesting that high-income persons are less likely
to respond to the ASEC.

3. A “FULL-RESPONSE” MEASURE OF POVERTY

With the linked survey and administrative data we seek to
identify the missing counterfactual of what the poverty rate
would be had all respondents provided their earnings, and as
such to establish what we term as the “full-response” poverty
rate, denoted as P Full. This is complicated by the fact that earn-
ings in the DER differ from those in the ASEC and that not
all respondents in the ASEC have a linked record in the DER.
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Specifically, ASEC earnings reports can differ from DER reports
both because not all jobs are covered by Social Security (e.g.,
railroad workers, teachers in certain states), and thus are not
required to be recorded in the DER, and that “under-the-table”
earnings could be reported to the ASEC that are not reported
to the IRS. There is evidence that under-the-table earnings can
comprise a significant portion of the family budget among cer-
tain segments of the low-income population (Edin and Lein
1997; Venkatesh 2006). Likewise, ASEC sample members will
not be matched to the DER if (a) they did not give consent to be
linked to the DER, (b) they had no earnings covered by the DER
(legal or illegal), or (c) they did not work for pay. The difference
between ASEC and DER reports implies that we need to make
an adjustment for measurement differences across the two se-
ries, while not being matched to the DER implies we need to
make an adjustment for sample composition differences across
the series.

Formally, we expand our decomposition of the poverty rate in
Equation (1) from two groups to four groups defined by respon-
dent/nonrespondent status and DER match/nonmatch status as

P C = P ASEC
R,M ∗ Pr {R & M} + P ASEC

R,NM ∗ Pr{R & NM}
+ P ASEC

NR,M ∗ Pr {NR & M} + P ASEC
NR,NM ∗ Pr{NR & NM},(2)

where the subscript M refers to an ASEC sample member
matched to the DER and NM is not matched to the DER. For
example, P ASEC

R,M is the poverty rate of respondents matched to
the DER using ASEC earnings, and Pr{R&M} is the probability
of responding to the ASEC and matched to the DER. We ob-
serve P ASEC

R,M and P ASEC
R,NM in the ASEC regardless of match status,

and hereafter we collapse the first two terms in Equation (2) as
P ASEC

R ∗ Pr{R}, which is simply the first term in Equation (1).
However, we do not observe P ASEC

NR,M or P ASEC
NR,NM, and thus use the

DER earnings to provide an alternative measure of the earnings
for these two unobservable poverty rates.

In Equation (2), we replace P ASEC
NR,M with P DER

NR,M, which is the
poverty rate of matched nonrespondents using the DER as the
measure of earnings. To account for measurement differences
between the DER and the ASEC, we add a correction for mea-
surement error among matched respondents: (P ASEC

R,M − P DER
R,M ).

Putting this together gives an estimator for the term P ASEC
NR,M :

P̂ ASEC
NR,M = P DER

NR,M + (P ASEC
R,M − P DER

R,M ). (3)

We would like to make a similar substitution for P ASEC
NR,NM with

P DER
NR,NM in the final term of Equation (2), but P DER

NR,NM will never
be observed. If we assume that nonmatched nonrespondents are
similar to matched nonrespondents, we could use the estimator
in Equation (3): P DER

NR,M + (P ASEC
R,M − P DER

R,M ). However, as shown
in Table 1, workers who are not matched to the DER differ
from those who are matched to the DER in both demographic
characteristics and in earnings levels. To correct for these dif-
ferences, we compare the poverty rates based on ASEC family
earnings of nonmatched respondents to matched respondents
(P ASEC

R,NM − P ASEC
R,M ). Substituting these expressions into the term

for P ASEC
NR,NM gives our estimator,

P̂ ASEC
NR,NM = P DER

NR,M + (
P ASEC

R,M − P DER
R,M

)+ (
P ASEC

R,NM − P ASEC
R,M

)
.

(4)

Our approach here allows for nonresponse to be related not
only to demographic characteristics (as does the hot deck pro-
cedure), but also to unobservable characteristics and the income
level or poverty rate itself. Our approach also allows matching
or failure to match to be related to demographic characteristics
as well as unobservable characteristics. As such, it also allows
the DER and ASEC measures to differ and corrects for those
differences. However, we assume that there is no interaction
between these three mechanisms. That is, we are assuming that
measurement difference nonresponse and nonmatch are additive
once we condition on poverty status. In Equations (3) and (4),
the term (P ASEC

R,M − P DER
R,M ) implies we are assuming that mea-

surement difference between the DER and the ASEC does not
differ between respondents and nonrespondents. That is, if non-
respondents were to respond, the differences between their DER
record and their ASEC response would be similar to the differ-
ences between current respondents DER and ASEC reports. In
Equation (4), the term (P ASEC

R,NM − P ASEC
R,M ) implies we are assum-

ing that the differences in poverty rates between the matched
and nonmatched populations are the same in both the DER and
the ASEC. The first set of assumptions, which allow Equation
(3) to provide an estimate of the term P ASEC

NR,M , is weaker than the
MAR assumption used in the hot deck procedure. Indeed, if the
MAR assumption holds, the results in Equation (3) should be
equivalent (up to sampling error) to using the hot deck proce-
dure. The second set of assumptions regarding the match is not
required for the hot deck procedure since the hot deck does not
involve matching to the DER. However, if MAR holds, and non-
matched at random were also to hold, then again our procedure
should be similar to the hot deck. Our procedure allows both of
these assumptions to fail, but does not allow nonmatch, nonre-
sponse, and measurement error processes to covary, conditional
on poverty status.

Substituting (3) and (4) into (2) gives the full-response
poverty rate as

P Full = P ASEC
R ∗ Pr {R} + (

P DER
NR,M + (

P ASEC
R,M − P DER

R,M

))
∗ Pr {NR&M} + (

P DER
NR,M

(
P ASEC

R,M − P DER
R,M

)
+ (P ASEC

R,NM − P ASEC
R,M )

) ∗ Pr{NR&NM}. (5)

It is worth emphasizing that the expression in (5) consists
solely of observed data—both survey and administrative—and
thus serves as our estimate of the benchmark poverty rate in
the United States. Recall, though, that a family is considered
matched to the DER data if all earners in the family are matched
to a DER record. An implication is that it is possible for fam-
ilies to contain no workers, especially among retirees and the
disabled, and thus by construction no match with the DER is
possible for the family. Consequently, we have to modify our
full poverty rate in Equation (5) to be conditional on earner
status in the family, that is,

P Full = (
P Full|earner ≥ 1

)
Pr {earner ≥ 1}

+ (P Full|earner = 0
)

Pr {earner = 0} . (6)

4. RESULTS

Table 2 presents our benchmark full-response poverty esti-
mates from Equation (6), along with the standard error computed
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Table 2. Estimates of full-response poverty rate

Year PFull (%) SE PC (%) SE

1997 14.0 (0.216) 13.3 (0.211)∗∗∗

1998 13.7 (0.213) 12.7 (0.206)∗∗∗

1999 12.5 (0.203) 11.9 (0.199)∗∗∗

2000 11.9 (0.198) 11.3 (0.193)∗∗∗

2001 12.5 (0.143) 11.7 (0.139)∗∗∗

2002 13.3 (0.146) 12.1 (0.140)∗∗∗

2003 13.3 (0.146) 12.5 (0.142)∗∗∗

2004 13.8 (0.147) 12.7 (0.142)∗∗∗

2005 13.4 (0.145) 12.6 (0.141)∗∗∗

2006 13.3 (0.143) 12.3 (0.139)∗∗∗

2007 13.9 (0.145) 12.5 (0.139)∗∗∗

2008 14.2 (0.146) 13.2 (0.142)∗∗∗

NOTE: P Full is our full response poverty measure from Equation (6) in the text; P C

is the official Census poverty measure; standard errors (SE) in parentheses are estimated
using generalized function parameters; significance reflects statistical test for comparison
to P Full; ∗∗∗p < 0.01.

Source: Authors’ calculations; U.S. Census Bureau, Current Population Survey,
1998–2009 Annual Social and Economic Supplement. Social Security Administration,
Detailed Earnings Record, 1997–2008.

using generalized variance parameters, and compares it to the
official Census poverty rate in each year. The table makes clear
that the official poverty rate is statistically significantly lower in
each year, averaging about 1.0 percentage point lower than the
full-response benchmark, and this gap seems to have widened
over time. Given that the U.S. population averaged about 286
million people over our sample period, our results suggest that
the official rate is undercounting the number of poor persons
by roughly 2–3 million per year compared to a rate in which
all sample members respond to the earnings questions. In our
earlier working paper (Hokayem, Bollinger, and Ziliak 2014),
we explore whether the difference between the full-response
poverty rate and the official rate is driven by certain demo-
graphic groups. There we show that on average families with
children have full poverty rates 1.4 percentage points higher
than the official rate, families headed by a female have full rates
1 percentage point higher, and families headed by a nonwhite
or nonblack (other race) have full rates 1.5 percentage points
higher on average. There is no difference among the elderly as
most are not in the labor force and thus do not contribute to
earnings nonresponse (Hokayem, Bollinger, and Ziliak 2014).

4.1 Components of Full-Response Poverty

In Tables 3(a) and 3(b), we explore in finer detail the compo-
nents of the full-response poverty rate that might shed light
on why the official poverty rate is systematically lower. In
Table 3(a), we present the components of Equation (6) for fam-
ilies with at least one earner. The numbers in columns (1), (4),
and (6) sum up to the number in column (7), subject to round-
ing error. Of particular note is column (3) where we compare
the poverty rates of matched respondents using ASEC earnings
versus DER earnings. The difference is negative and statisti-
cally significant in each year, which means that ASEC earnings
are higher and poverty rates lower than in the DER, suggesting
that ASEC earnings captures income sources not reported to the
DER either because they are not taxable or they are “under the
table.” On the other hand, in column (5) we report the differ-

ence in poverty rates of nonmatched respondents and matched
respondents in the ASEC. This difference is statistically sig-
nificant and positive, suggesting that nonmatched respondent
families are systematically poorer than matched families. This
correction grows over time, especially after 2004 when the Cen-
sus changed from the “opt-in” to the “opt-out” consent of being
linked. In Table 3(b), we present the same calculations for non-
earner families. Note that most of the terms are zero since by
construction nonearner families are not matched to the DER.
Also notable is the fact that the poverty rates of nonearner fam-
ilies are more than three times higher and statistically different
than earner families. The full-response poverty rate reported in
Table 2 is much closer to the earner rates because the probability
of a family containing at least one worker averages over 85%
in each year so that the earner sample receives nearly six times
more weight in the full poverty calculation.

4.2 Alternative Approaches

Against the benchmark in (6) we compare two alternative
point-estimators of poverty rates using the DER, and a third that
refines the naı̈ve bounds presented in Figure 2. The first DER al-
ternative we call the “plug-in” estimate of poverty. Specifically,
we replace ASEC earnings with DER earnings only for those
nonrespondents with a DER match (bold term in Equation (7)),
and use reported ASEC earnings for respondents and (hot deck)
ASEC earnings for persons without a DER match:

P
Plug−in
NR = P ASEC

R,M ∗ Pr {R & M} + P ASEC
R,NM ∗ Pr{R & NM}

+ P DER
NR,M ∗ Pr {NR & M} + P ASEC

NR,NM ∗ Pr{NR & NM}.
(7)

The logic here is that DER earnings for the actual worker
dominate imputed earnings from an unrelated person, especially
if the MAR assumption is violated (either because the imputa-
tion algorithm uses too sparse a set of demographics, or there is
selection on unobservables).

In Table 4, we reproduce the full-response poverty rate in
column (1) and in column (2) we report estimates of the plug-in
poverty rate using the DER for matched nonrespondents. We
see that in each year the plug-in series is statistically much
lower than the full-response poverty rate (but higher than the
official Censusrate). In our working paper, we also consid-
ered the case where we replace ASEC earnings with the DER
for both matched respondents and nonrespondents (Hokayem,
Bollinger, and Ziliak 2014). This approach implicitly assumes
that survey reports in the ASEC are mismeasured, and the DER
records provide a superior measure of earnings. This may not
be true, however, both because some earnings reported in CPS
are not taxable, and some earnings may be reported to the Cen-
sus but not to the IRS, especially self-employment earnings and
“under-the-table” earnings (Bound and Krueger 1991; Bollinger
1998; Roemer 2002). Hokayem, Bollinger, and Ziliak (2014) re-
ported that this approach yields poverty rates that are generally
higher than the full-response poverty rate. We also examined
the approach used by Turek et al. (2012) and Nicholas and
Wiseman (2009, 2010) whereby the maximum of ASEC and
DER earnings is used, which makes the strong assumption that
measurement error in the ASEC is always negative (not sim-
ply an underreport of true earnings on average, but never an

D
ow

nl
oa

de
d 

by
 [

U
ni

ve
rs

ity
 o

f 
K

en
tu

ck
y 

L
ib

ra
ri

es
] 

at
 0

6:
02

 0
9 

N
ov

em
be

r 
20

15
 



942 Journal of the American Statistical Association, September 2015

Table 3a. Components of full-response poverty conditional on at least one earner (P Full|Earner> = 1)

(4) (6)

Year
(1)

P ASEC
R ∗ Pr{R}

(2)
P DER

NR,M

(3)
(P ASEC

R,M − P DER
R,M )

((2)+(3))∗

Pr{NR&M}
(5)

(P ASEC
R,NM − P ASEC

R,M )
((2)+(3)+(5))∗

Pr{NR&DM}
(7)

(P Full|Earner> = 1)

1997 6.8 12.0 −1.4 1.2 2.9 2.3 10.4
1998 6.4 11.6 −1.4 1.2 2.7 2.7 10.3
1999 6.2 10.2 −1.4 1.0 2.9 2.4 9.5
2000 5.2 10.0 −1.4 1.3 2.5 2.4 8.8
2001 5.5 10.3 −1.8 1.3 3.1 2.3 9.1
2002 5.5 11.2 −1.9 1.4 3.9 2.8 9.7
2003 5.5 11.5 −2.1 1.2 1.6 2.6 9.3
2004 5.5 12.9 −1.8 1.4 1.3 3.0 9.9
2005 5.5 10.6 −2.0 1.7 7.2 2.1 9.4
2006 5.6 10.1 −1.8 1.7 6.7 2.1 9.4
2007 5.8 10.9 −1.8 1.8 8.0 2.5 10.0
2008 6.2 10.2 −1.7 1.6 8.1 2.3 10.2

NOTE: See the text and Equations (5) and (6) for description of the poverty rates; columns (1), (4), and (6) sum to (PFull|Earner> = 1) in column (7) subject to rounding error.
Source: Authors’ calculations; U.S. Census Bureau, Current Population Survey, 1998–2009 Annual Social and Economic Supplement. Social Security Administration, Detailed

Earnings Record, 1997–2008.

overreport). This is particularly strong when considering the
nonrespondents. In these cases, the DER is used only when it
exceeds the hot deck imputation. Since the hot deck is a random
match, we expect it to contain differences that are both positive
and negative. It also makes the somewhat weaker assumption
that earnings in the DER are always an understatement of true
earnings. Since the procedure also uses the hot deck earnings
for individuals who are not matched to the DER, this assumes
that nonmatched, nonrespondents are missing and unmatched
at random. This approach, by construction, will necessarily re-
sult in a lower poverty rate than that achieved by the hot deck
procedure. Taken together, these results suggest that the MAR
assumption does not appear to hold: nonrespondents are more
likely to be in poverty than their matched counterparts.

The second alternative approach with the DER, which we call
the “probability” approach, is to use the DER and other sample
information to predict the poverty status for those households

who are nonrespondents. Formally, we replace the terms P ASEC
NR,M

and P ASEC
NR,NM from Equation (2) with aggregates from the predic-

tion of a model of poverty status estimated on the respondent
sample. Modeling P ASEC

NR,M , the poverty status of nonrespondents
who are matched, is relatively straightforward. We use a sim-
ple probit model, where the dependent variable is the poverty
indicator from the ASEC, and explanatory variables include the
DER earnings and ASEC demographic characteristics of the
household. We estimate the model on the subsample of matched
respondents. We then use the model parameters to predict the
probability of a household being in poverty for the matched non-
respondent sample. Since we condition on the DER earnings,
this should capture any selection on earnings between respon-
dents and nonrespondents.

Modeling P ASEC
NR,NM, the poverty rate for nonmatched nonre-

spondents, is significantly more difficult since we have no mea-
sure of earnings. We attempt to model the process using the

Table 3b. Components of full-response poverty conditional on no earners (P Full|Earner = 0)

(4) (6)

Year
(1)

P ASEC
R ∗ Pr{R}

(2)
P DER

NR,M

(3)
(P ASEC

R,M − P DER
R,M )

((2)+(3))∗

Pr{NR&M}
(5)

(P ASEC
R,NM − P ASEC

R,M )
((2)+(3)+(5))∗

Pr{NR&DM}
(7)

(P Full|Earner = 0)

1997 32.2 0.0 0.0 0.0 35.8 3.6 35.8
1998 30.8 0.0 0.0 0.0 34.6 3.8 34.6
1999 29.2 0.0 0.0 0.0 32.3 3.1 32.3
2000 29.2 0.0 0.0 0.0 32.3 3.1 32.3
2001 30.1 0.0 0.0 0.0 33.9 3.8 33.9
2002 31.3 0.0 0.0 0.0 35.1 3.8 35.1
2003 32.1 0.0 0.0 0.0 36.2 4.1 36.2
2004 32.2 0.0 0.0 0.0 36.1 3.9 36.1
2005 33.3 0.0 0.0 0.0 36.9 3.6 36.9
2006 32.7 0.0 0.0 0.0 36.5 3.8 36.5
2007 33.5 0.0 0.0 0.0 36.8 3.3 36.8
2008 33.4 0.0 0.0 0.0 37.0 3.6 37.0

NOTE: See the text and Equations (5) and (6) for description of the poverty rates; columns (1), (4), and (6) sum to (PFull|Earner = 0) in column (7) subject to rounding error.
Source: Authors’ calculations; U.S. Census Bureau, Current Population Survey, 1998–2009 Annual Social and Economic Supplement. Social Security Administration, Detailed

Earnings Record, 1997–2008.
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Table 4. Alternative approaches to estimating poverty rates (%) using ASEC and/or DER data

(1) (2) (3) (4)

Year PFull SE PNR
Plug-in SE PProb SE PIPW SE

1997 14.0 (0.216) 13.5 (0.213)∗∗∗ 13.6 (0.213)∗∗∗ 13.5 (0.222)∗∗∗

1998 13.7 (0.213) 12.9 (0.208)∗∗∗ 13.1 (0.209)∗∗∗ 13.2 (0.219)∗∗∗

1999 12.5 (0.203) 12.1 (0.200)∗∗∗ 12.2 (0.201)∗∗∗ 12.3 (0.211)∗∗

2000 11.9 (0.198) 11.6 (0.196)∗∗∗ 11.6 (0.195)∗∗∗ 11.6 (0.206)∗∗∗

2001 12.5 (0.143) 12.2 (0.142)∗∗∗ 12.1 (0.141)∗∗∗ 12.3 (0.150)∗∗∗

2002 13.3 (0.146) 12.6 (0.143)∗∗∗ 12.5 (0.142)∗∗∗ 12.7 (0.151)∗∗∗

2003 13.3 (0.146) 12.8 (0.143)∗∗∗ 12.7 (0.143)∗∗∗ 13.0 (0.152)∗∗∗

2004 13.8 (0.147) 13.2 (0.144)∗∗∗ 12.9 (0.143)∗∗∗ 13.2 (0.152)∗∗∗

2005 13.4 (0.145) 13.2 (0.144)∗∗∗ 13.6 (0.145)∗∗∗ 13.1 (0.151)∗∗∗

2006 13.3 (0.143) 13.0 (0.142)∗∗∗ 13.4 (0.144) 13.0 (0.149)∗∗∗

2007 13.9 (0.145) 13.2 (0.142)∗∗∗ 13.5 (0.144)∗∗∗ 13.2 (0.150)∗∗∗

2008 14.2 (0.146) 13.7 (0.144)∗∗∗ 14.2 (0.146) 13.8 (0.151)∗∗∗

NOTE: See the text for description of the poverty rates; standard errors (SE) in parentheses are estimated using generalized function parameters; significance reflects statistical test for
comparison to P Full; ∗∗∗p < 0.01, ∗∗p < 0.05.

Source: Authors’ calculations; U.S. Census Bureau, Current Population Survey, 1998–2009 Annual Social and Economic Supplement. Social Security Administration, Detailed
Earnings Record, 1997–2008.

sample of nonmatched respondents; that is, a sample where
the poverty status is observed. We use a probit model, simi-
lar to the structure above, but control only on the ASEC de-
mographic characteristics. To account for the potential sam-
ple selection into ASEC response, we use a standard Heckman
selection correction. Following Bollinger and Hirsch (2013),
we use ASEC month in sample as our exclusion restriction.
The strong assumptions necessary for the Heckman approach to
be valid, however, is the most tenuous aspect of this approach.
We then use the model to predict (including the selection term)
the poverty status for the nonmatched nonrespondents.

The results of this approach are found in column (3) of Table 4,
labeled PProb. The probability approach yields estimates that

are slightly lower than the PFull approach in column (1). The
standard errors and tests reveal that in all cases except 2006 and
2008, the probability approach is lower than the PFull estimates.
However, these estimates are slightly larger than the plug-in
estimates in general (although not statistically significant). The
major challenge with both approaches is that we have very little
information about nonmatched nonrespondents, and thus the
key difference between the “full” approach and the probability
approach resides in this term.

In our full-response poverty measure, we address this by
including corrections both for measurement differences in earn-
ings between the DER and ASEC data and for sample compo-
sition differences between those who are matched to the DER

Figure 4. Refined bounds on the full-response poverty rate. Source: Authors’ calculations; U.S. Census Bureau, Current Population Survey,
1998–2009 Annual Social and Economic Supplement, and Social Security Administration, Detailed Earnings Record, 1997–2008.
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Figure 5. Nonresponse rate across residual log wage distribution of workers in the DER. Source: Authors’ calculations; Detailed Earnings
Records, Social Security Administration, 2005–2009.

and those not matched. However, we acknowledge that our esti-
mates rest on these assumptions, and that an alternative approach
would instead be to refine the naı̈ve bounds by using informa-
tion from the DER when a match to the ASEC is possible, and
remaining more modest with our ability to predict poverty for
nonmatch nonrespondents. That is, in lieu of the estimator for
P̂ ASEC

NR,NM in Equation (4), which is the fourth term in Equation
(2), we simply consider the two alternatives that all nonmatched
nonresponders are poor against the alternative that none are
poor. We depict this scenario against the full-response poverty
rate in Figure 4. On average, the refined lower bound in Figure 4
is 1 percentage point higher than the naı̈ve version in Figure 2,
and the refined upper bound is 12 percentage points lower than
the naı̈ve bound. There is a notable convergence of the bounds
starting in 2005, which is strictly an artifact of the improved
match rates between the ASEC and DER.

We last consider a popular approach to missing data problems
that does not rely on proprietary DER data—inverse probabil-
ity weighting (IPW; Rosenbaum 1987; Bang and Robins 2005;
Wooldridge 2007, 2010). A potential pitfall of the Census hot
deck procedure under MAR is the finite set of covariates that are
used to find a matched donor. IPW has the advantage over the
hot deck approach in that the set of covariates can be expanded
while not increasing the computational burden. As such, IPW
is closely related to the propensity score method in the treat-
ment effects literature (Rosenbaum and Rubin 1983). It assumes
that conditional on a set of demographic factors, zi , the result-
ing prediction of response probability is everywhere random.
With these assumptions, we can obtain a consistent estimate
of the population weighted poverty rate (Wooldridge 2010, pp.
822–823)

P IPW =
n∑

i=1

(
RiPiwi/Pr{zi})/

n∑
i=1

(Riwi/Pr{zi}
)

, (8)

where Ri takes a value of 1 if the person is an ASEC respondent
(0 otherwise), Pi is the poverty status of the individual, and wi

is the (adjusted) inverse probability of sample inclusion for the
individual; that is, Equation (8) is the poverty rate of respondents
weighted by the inverse probability of response.

In column (4) of Table 4, we present IPW estimates of the
poverty rate. To implement the IPW approach we need to fit a
flexible model of the probability of response, Pr{R}, which can
include higher-order powers and interactions of the zi . As re-
ported in Hokayem, Bollinger, and Ziliak (2014), we examined
combinations of three different sets of demographic character-
istics (e.g., age, race, gender, education, marital status), three
different models for the probability of nonresponse (OLS, pro-
bit, logit), and each yielded similar outcomes. That is, as seen in
column (4) the IPW poverty rate is statistically and qualitatively
systematically lower than the benchmark full-response rate by
about 0.5 percentage point.

To better understand why both the unweighted ASEC respon-
dent sample and the IPW ASEC respondent sample understate
the poverty rate, in Figure 5 we present the residuals from a
log DER wage equation by gender using the covariates in the
inverse probability weighting models and in the hot deck pro-
cedure. Note that this wage equation uses DER earnings rather
than CPS earnings, and is for workers only. Figure 5 shows
a pronounced U-shape, with high nonresponse in both tails of
the residual distribution. Even after conditioning on the covari-
ates typically used in the hot deck procedure and in the IPW
approach, we still see a double selection found in the extreme
tails of the residual distribution. This suggests a violation of the
MAR assumption necessary for both the hot deck procedure and
the IPW approach. This also suggests there are unobservables
causing nonresponse among individuals with low earnings than
what observables would predict. The hot deck procedure and
the weighting adjustments in the IPW approach do not account
for these unobservables.
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5. CONCLUSION

This article uses a unique dataset of administrative earnings
data matched to internal ASEC to study the effects of earn-
ings imputation on poverty measurement. Our analysis esti-
mates the bias caused by earnings nonresponse. We compare
a “full-response” poverty rate that assumes all ASEC respon-
dents provided earnings data to the official poverty rate to
gauge this bias. On average, we find the nonresponse bias
to be about 1.0 percentage point. This bias seems more pro-
nounced among more economically disadvantaged groups such
as single female-headed families and those families headed by a
nonwhite.

Our study is somewhat unique in that we take the earnings
reported in the ASEC as the baseline compared to administra-
tive reports in the DER. This stems from the fact that not all
earnings are subject to Social Security taxation and thus not
reported in the DER, and “under-the-table” earnings may show
up in the ASEC but are not reported to tax authorities. This
seems borne out in our sample in that poverty rates across the
12 years among matched respondents averages a statistically
significant 1.7 percentage points lower using ASEC earnings
than DER earnings, suggesting that simply replacing ASEC
earnings with DER earnings is not the best solution to earnings
nonresponse.

However, even though ASEC earnings may have some advan-
tages compared to DER earnings, simply dropping nonrespon-
dents is not ideal either. Our estimates suggest that dropping
nonrespondents results in a poverty rate systematically higher
than our full-response poverty rate. The bias caused by dropping
nonrespondents stems from the loss of earners, and particularly
high earners, who overall are more likely to be nonrespon-
dents. Moreover, Little and Rubin (2002) made a compelling
case against such practice because of the potential loss of effi-
ciency and representativeness. To address the latter concern, we
constructed an inverse probability weighted poverty series and
found that this series results in too low of a poverty rate relative
to our benchmark (typically in the middle of the range between
the official poverty rate and the full-response rate). Most impor-
tantly, however, the accuracy of official poverty estimates in the
United States would benefit greatly from reduced nonresponse
of earnings and other income sources.

[Received April 2014. Revised January 2015.]
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