# SUPPLEMENTARY APPENDIX TO "WILD BOOTSTRAP INFERENCE FOR PENALIZED QUANTILE REGRESSION FOR LONGITUDINAL DATA"* 

CARLOS LAMARCHE AND THOMAS PARKER ${ }^{\dagger}$

## S.1. Additional Theoretical Results

Lemma S. 1 below implies a natural upper bound for $\lambda_{T}$. If we consider the $\alpha_{i}$ as parameters associated with indicator functions for individual $i$ in the design matrix, then the column associated with each $i$ has $L_{1}$ norm equal to $T$. In the text we set $\lambda_{U}=\max \{\tau, 1-\tau\} T$, because otherwise all the individual effects would be set to zero.

Lemma S.1. Subdivide the covariates for the $i$-th observation as $\left(\boldsymbol{X}_{i}^{\prime}, x_{p i}\right)^{\prime} \in \mathbb{R}^{p}$. Suppose that the conformable vector of estimates ( $\hat{\boldsymbol{a}}, \hat{b}$ ) is defined by

$$
\begin{equation*}
(\hat{\boldsymbol{a}}, \hat{b})=\underset{\boldsymbol{a}, b \in \mathbb{R}^{p}}{\operatorname{argmin}} \sum_{i=1}^{N} \rho_{\tau}\left(y_{i}-\boldsymbol{X}_{i}^{\prime} \boldsymbol{a}-b x_{p i}\right)+\lambda\left(\|\boldsymbol{a}\|_{1}+|b|\right) . \tag{S.1}
\end{equation*}
$$

Then letting $\boldsymbol{x}_{p}$ denote the $p$-th column of the design matrix,

$$
\max \{\tau, 1-\tau\}\left\|\boldsymbol{x}_{p}\right\|_{1}<\lambda \quad \Rightarrow \quad \hat{b}=0 .
$$

Proof of Lemma S.1. Note that if

$$
\min _{\boldsymbol{a}, b}\left(\sum_{i=1}^{N} \rho_{\tau}\left(y_{i}-\boldsymbol{X}_{i}^{\prime} \boldsymbol{a}-b x_{p i}\right)+\lambda\left(\|\boldsymbol{a}\|_{1}+|b|\right)\right)-\min _{\boldsymbol{a}}\left(\sum_{i=1}^{N} \rho_{\tau}\left(y_{i}-\boldsymbol{X}_{i}^{\prime} \boldsymbol{a}\right)+\lambda\|\boldsymbol{a}\|_{1}\right)>0,
$$

then it is optimal to set $\hat{b}=0$. Note that (using the definition of the full solution $(\hat{\boldsymbol{a}}, \hat{b})$ )

$$
\begin{aligned}
& \min _{\boldsymbol{a}, b}\left(\sum_{i=1}^{N} \rho_{\tau}\left(y_{i}-\boldsymbol{X}_{i}^{\prime} \boldsymbol{a}-b x_{p i}\right)+\lambda\left(\|\boldsymbol{a}\|_{1}+|b|\right)\right)-\min _{\boldsymbol{a}}\left(\sum_{i=1}^{N} \rho_{\tau}\left(y_{i}-\boldsymbol{X}_{i}^{\prime} \boldsymbol{a}\right)+\lambda\|\boldsymbol{a}\|_{1}\right) \geq \\
& \sum_{i=1}^{N} \rho_{\tau}\left(y_{i}-\boldsymbol{X}_{i}^{\prime} \hat{\boldsymbol{a}}-\hat{b} x_{p i}\right)+\lambda\left(\|\hat{\boldsymbol{a}}\|_{1}+|\hat{b}|\right)-\sum_{i=1}^{N} \rho_{\tau}\left(y_{i}-\boldsymbol{X}_{i}^{\prime} \hat{\boldsymbol{a}}\right)-\lambda\|\hat{\boldsymbol{a}}\|_{1} \\
&=\sum_{i=1}^{N}\left(\rho_{\tau}\left(y_{i}-\boldsymbol{X}_{i}^{\prime} \hat{\boldsymbol{a}}-\hat{b} x_{p i}\right)-\rho_{\tau}\left(y_{i}-\boldsymbol{X}_{i}^{\prime} \hat{\boldsymbol{a}}\right)\right)+\lambda|\hat{b}| .
\end{aligned}
$$

Therefore if

$$
\sum_{i=1}^{N}\left(\rho_{\tau}\left(y_{i}-\boldsymbol{X}_{i}^{\prime} \hat{\boldsymbol{a}}\right)-\rho_{\tau}\left(y_{i}-\boldsymbol{X}_{i}^{\prime} \hat{\boldsymbol{a}}-\hat{b} x_{p i}\right)\right)<\lambda|\hat{b}|,
$$
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then $\hat{b} \neq 0$ is not optimal. Applying Lemma S. 7 to the left-hand side of the above expression, we have

$$
\begin{aligned}
\sum_{i=1}^{N}\left(\rho_{\tau}\left(y_{i}-\boldsymbol{X}_{i}^{\prime} \hat{\boldsymbol{a}}\right)-\rho_{\tau}\left(y_{i}-\boldsymbol{X}_{i}^{\prime} \hat{\boldsymbol{a}}-\hat{b} x_{p i}\right)\right) & \leq \max \{\tau, 1-\tau\} \sum_{i=1}^{N}\left|\hat{b} x_{p i}\right| \\
& \leq \max \{\tau, 1-\tau\}|\hat{b}|\left\|\boldsymbol{x}_{p}\right\|_{1}
\end{aligned}
$$

Therefore for any $b \neq 0$, the condition

$$
\max \{\tau, 1-\tau\}|b|\left\|\boldsymbol{x}_{p}\right\|_{1}<\lambda|b| \quad \Leftrightarrow \quad \max \{\tau, 1-\tau\}\left\|\boldsymbol{x}_{p}\right\|_{1}<\lambda
$$

implies that that $b$ is not an optimizer of the objective function.

The following lemma collects together two results on expansions that are related to the wild bootstrap method described in the main text.

Lemma S.2. Let $u_{i t}$ have conditional distribution $F_{i}$ and density functions $f_{i}$ as described in Assumptions B2 and B4, and suppose that Assumption B3 is satisfied. Let $w_{i t} \sim G_{W}$ be independent of $\left(u_{i t}, \boldsymbol{x}_{i t}\right)$ and suppose its distribution satisfies Assumptions A1-A3. Then letting $\boldsymbol{X}_{i t}=\left(\boldsymbol{x}_{i t}^{\prime}, 1\right)^{\prime}$, under either Assumption B1 or C1:
(1) For each $i$,

$$
\frac{1}{T} \sum_{t=1}^{T} \mathrm{E}^{*}\left[\int_{0}^{\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\Delta}}\left(\psi_{\tau}\left(w_{i t}\left|u_{i t}\right|-s\right)-\psi_{\tau}\left(w_{i t}\left|u_{i t}\right|\right)\right) \mathrm{d} s\right]=-f_{i}(0) \frac{1}{T} \sum_{t=1}^{T} \boldsymbol{\Delta}^{\prime} \boldsymbol{X}_{i t} \boldsymbol{X}_{i t}^{\prime} \boldsymbol{\Delta}+o_{p}\left(\|\boldsymbol{\Delta}\|^{2}\right)
$$

(2) For each i,

$$
\begin{aligned}
\frac{1}{T} \sum_{t=1}^{T} \mathrm{E}^{*}\left[\psi_{\tau}\left(w_{i t}\left|u_{i t}+\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\Delta}\right|-\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\delta}\right)-\psi_{\tau}\left(w_{i t}\left|u_{i t}+\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\Delta}\right|\right)\right]
\end{aligned} \quad \begin{aligned}
& \quad=-f_{i}(0) \frac{1}{T} \sum_{t=1}^{T} \boldsymbol{X}_{i t}^{\prime} \boldsymbol{\delta}+O_{p}\left((\|\boldsymbol{\Delta}\|+\|\boldsymbol{\delta}\|)^{2}\right)
\end{aligned}
$$

Proof. Both parts of this proof use the identity

$$
\begin{equation*}
\psi_{\tau}(u-s)-\psi_{\tau}(u)=I(s<u<0) I(s<0)-I(0<u<s) I(s \geq 0) \tag{S.2}
\end{equation*}
$$

First we show part 1. Use (S.2) to write

$$
\psi_{\tau}\left(w_{i t}\left|u_{i t}\right|-s\right)-\psi_{\tau}\left(w_{i t}\left|u_{i t}\right|\right)=I\left(s<w_{i t}\left|u_{i t}\right|<0\right) I(s<0)-I\left(0<w_{i t}\left|u_{i t}\right|<s\right) I(s \geq 0) .
$$

Then rewrite

$$
\begin{align*}
& \mathrm{E}^{*}\left[\int_{0}^{\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\Delta}} \psi_{\tau}\left(w_{i t}\left|u_{i t}\right|-s\right)-\psi_{\tau}\left(w_{i t}\left|u_{i t}\right|\right) \mathrm{d} s\right]= \\
& \mathrm{E}^{*}\left[\int_{\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\Delta}}^{0} I\left(s<w_{i t}\left|u_{i t}\right|<0\right) \mathrm{d} s\right] I\left(\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\Delta}<0\right)-\mathrm{E}^{*}\left[\int_{0}^{\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\Delta}} I\left(0<w_{i t}\left|u_{i t}\right|<s\right) \mathrm{d} s\right] I\left(\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\Delta}>0\right) . \tag{S.3}
\end{align*}
$$

Now focusing on just the first expectation,

$$
\begin{aligned}
\mathrm{E}\left[\mathrm{E}^{*}\left[\int_{\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\Delta}}^{0} I\left(s<w_{i t}\left|u_{i t}\right|<0\right) \mathrm{d} s\right] \mid \boldsymbol{X}_{i t}\right] & =\int_{-\infty}^{0} \int_{\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\Delta}}^{0}\left(F_{i}(-s / w)-F_{i}(s / w)\right) \mathrm{d} s \mathrm{~d} G_{W}(w) \\
& =\int_{-\infty}^{0} \int_{\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\Delta}}^{0}\left(f_{i}(\bar{u})+f_{i}(\tilde{u})\right)(s / w) \mathrm{d} s \mathrm{~d} G_{W}(w)
\end{aligned}
$$

where $\bar{u}$ is between $\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\Delta}$ and 0 and $\tilde{u}$ is between $-\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\Delta}$ and 0 . Using Fubini's theorem and the properties of the distribution of $w_{i t}$,

$$
\begin{aligned}
\mathrm{E}\left[\mathrm{E}^{*}\left[\int_{\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\Delta}}^{0} I\left(s<w_{i t}\left|u_{i t}\right|<0\right) \mathrm{d} s\right] \mid \boldsymbol{X}_{i t}\right] I\left(\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\Delta}<0\right) & =-\int_{\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\Delta}}^{0} \frac{f(\bar{u})+f_{i}(\tilde{u})}{2} s \mathrm{~d} s I\left(\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\Delta}<0\right) \\
& =-\left(f_{i}(0)+O\left(\left|\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\Delta}\right|\right)\right) \boldsymbol{\Delta}^{\prime} \boldsymbol{X}_{i t} \boldsymbol{X}_{i t}^{\prime} \boldsymbol{\Delta} I\left(\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\Delta}<0\right)
\end{aligned}
$$

An analogous result holds for the other integral, with $I\left(\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\Delta}>0\right)$. Combining the two results and averaging over $t$ for a given $i$ (under Assumption B3 and either Assumption B1 or C1) implies the first assertion.

To show the next part, again use (S.2) to write

$$
\begin{aligned}
& \psi_{\tau}\left(w_{i t}\left|u_{i t}+\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\Delta}\right|-\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\delta}\right)-\psi_{\tau}\left(w_{i t}\left|u_{i t}+\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\Delta}\right|\right) \\
= & I\left(\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\delta}<w_{i t}\left|u_{i t}+\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\Delta}\right|<0\right) I\left(\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\delta}<0\right)-I\left(0<w_{i t}\left|u_{i t}+\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\Delta}\right|<\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\delta}\right) I\left(\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\delta} \geq 0\right)
\end{aligned}
$$

We have, using Assumption A2,

$$
\begin{aligned}
& \mathrm{E}\left[\mathrm{E}^{*}\left[I\left(-\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\Delta}-\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\delta} / w_{i t}<u_{i t}<-\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\Delta}+\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\delta} / w_{i t}\right) I\left(w_{i t}<0\right)\right] \mid \boldsymbol{X}_{i t}\right] I\left(\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\delta}<0\right) \\
&=\int_{-\infty}^{0}\left(F_{i}\left(-\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\Delta}+\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\delta} / w\right)-F_{i}\left(-\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\Delta}-\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\delta} / w\right)\right) \mathrm{d} G_{W}(w) I\left(\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\delta}<0\right)
\end{aligned}
$$

Expand the terms inside this integral around $(\boldsymbol{\Delta}, \boldsymbol{\delta})=\mathbf{0}$ :

$$
\begin{aligned}
& F_{i}\left(-\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\Delta}+\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\delta} / w\right)=F_{i}(0)+f_{i}(\bar{u})\left(-\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\Delta}+\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\delta} / w\right) \\
& F_{i}\left(-\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\Delta}-\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\delta} / w\right)=F_{i}(0)+f_{i}(\tilde{u})\left(-\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\Delta}-\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\delta} / w\right)
\end{aligned}
$$

where $\bar{u}$ is between $-\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\Delta}+\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\delta} / w$ and 0 and $\tilde{u}$ is between $-\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\Delta}-\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\delta} / w$ and 0 . Using Assumptions B2 and A1-A3,

$$
\begin{align*}
\int_{-\infty}^{0}\left(f_{i}(\bar{u})\left(-\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\Delta}+\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\delta} / w\right)-f_{i}(\tilde{u})\left(-\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\Delta}-\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\delta} / w\right)\right) \mathrm{d} G_{W}(w) I\left(\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\delta}<0\right) \\
=\int_{-\infty}^{0}\left(\left(f_{i}(\bar{u})-f_{i}(\tilde{u})\right)\left(\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\Delta}\right)-w^{-1}\left(f_{i}(\bar{u})+f_{i}(\tilde{u})\right)\left(\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\delta}\right)\right) \mathrm{d} G_{W}(w) I\left(\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\delta}<0\right) \\
=\left(-f_{i}(0)\left(\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\delta}\right)+O\left(\left(\left|\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\Delta}\right|+\left|\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\delta}\right|\right)^{2}\right)\right) I\left(\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\delta}<0\right) . \tag{S.4}
\end{align*}
$$

Analogous computations imply

$$
\begin{align*}
& \mathrm{E}\left[-\mathrm{E}^{*}\left[I\left(0<w_{i t}\left|u_{i t}+\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\Delta}\right|<\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\delta}\right)\right] \mid \boldsymbol{X}_{i t}\right] I\left(\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\delta} \geq 0\right) \\
&=\left(-f_{i}(0)\left(\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\delta}\right)+O\left(\left(\left|\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\Delta}\right|+\left|\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\delta}\right|\right)^{2}\right)\right) I\left(\boldsymbol{X}_{i t}^{\prime} \boldsymbol{\delta} \geq 0\right) \tag{S.5}
\end{align*}
$$

Combine equations (S.4) and (S.5), average over $t$ for a given and use Assumption B3 and either of Assumptions B1 or C1 to find the second result.

For the next lemmas let

$$
\left\|\mathbb{P}_{T i}-P_{i}\right\|_{\mathcal{G}}=\sup _{g \in \mathcal{G}}\left|\frac{1}{T} \sum_{t=1}^{T}\left(g\left(y_{i t}, \boldsymbol{X}_{i t}\right)-\mathbb{E}\left[g\left(y_{i t}, \boldsymbol{X}_{i t}\right)\right]\right)\right|
$$

and as in Galvao, Gu, and Volgushev (2020), define

$$
\begin{equation*}
\mathcal{G}_{1}=\left\{(y, \boldsymbol{X}) \mapsto \boldsymbol{a}^{\prime} \boldsymbol{X}\left(I\left(y \leq \boldsymbol{b}^{\prime} \boldsymbol{X}\right)-\tau\right) I(\|\boldsymbol{X}\| \leq M): \boldsymbol{b} \in \mathbb{R}^{p+1}, \boldsymbol{a} \in \mathcal{S}^{p+1}\right\} \tag{S.6}
\end{equation*}
$$

where $\boldsymbol{X}=\left(\boldsymbol{x}^{\prime}, 1\right)^{\prime}$, and

$$
\begin{align*}
\mathcal{G}_{2}(\delta)=\left\{(y, \boldsymbol{X}) \mapsto \boldsymbol{a}^{\prime} \boldsymbol{X}\left(I\left(y \leq \boldsymbol{X}^{\prime} \boldsymbol{b}_{1}\right)-I\left(y \leq \boldsymbol{X}^{\prime} \boldsymbol{b}_{2}\right)\right) I(\|\boldsymbol{X}\| \leq M):\right. \\
\left.\boldsymbol{b}_{1}, \boldsymbol{b}_{2} \in \mathbb{R}^{p+1},\left\|\boldsymbol{b}_{1}-\boldsymbol{b}_{2}\right\| \leq \delta, \boldsymbol{a} \in \mathcal{S}^{p+1}\right\} \tag{S.7}
\end{align*}
$$

Some lemmas below rely on an infeasible estimate of $\alpha_{i 0}$. For each $i$, let

$$
\begin{equation*}
\tilde{\alpha}_{i}=\underset{a}{\operatorname{argmin}} \sum_{t=1}^{T} \rho_{\tau}\left(y_{i t}-\boldsymbol{x}_{i t}^{\prime} \boldsymbol{\beta}_{0}-a\right)+\lambda_{T}|a| . \tag{S.8}
\end{equation*}
$$

The $\left\{\tilde{\alpha}_{i}\right\}$ differ from $\left\{\hat{\alpha}_{i}\right\}$ because the latter are all solutions to optimization problems like (S.8) but with $\hat{\boldsymbol{\beta}}$ in the place of $\boldsymbol{\beta}_{0}$.

Lemma S.3. Under Assumptions B1 and B3-B5,

$$
\begin{equation*}
\sup _{i}\left|\hat{\alpha}_{i}-\alpha_{i 0}\right|=O_{p}\left(\left\|\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}_{0}\right\|+T^{-1 / 2}(\log T)^{1 / 2}+T^{-1} \lambda_{T}\right) \tag{S.9}
\end{equation*}
$$

Proof of Lemma S.3. Equation (A.5) from the proof of Theorem 2 implies (under Assumption B4 and using (A.10))

$$
\begin{align*}
\sup _{i}\left|\hat{\alpha}_{i}-\alpha_{i 0}\right|= & O_{p}\left(\left\|\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}_{0}\right\|\right)+O_{p}\left(\sup _{i}\left(\mathbb{H}_{T i}^{(\alpha)}\left(\boldsymbol{\theta}_{i 0}\right)-\frac{\lambda_{T}}{T} \operatorname{sgn}\left(\alpha_{i 0}\right)\right)\right) \\
& +O_{p}\left(\sup _{i}\left(\mathbb{H}_{T i}^{(\alpha)}\left(\hat{\boldsymbol{\theta}}_{i}\right)-H_{T i}^{(\alpha)}\left(\hat{\boldsymbol{\theta}}_{i}\right)-\mathbb{H}_{T i}^{(\alpha)}\left(\boldsymbol{\theta}_{i 0}\right)+H_{T i}^{(\alpha)}\left(\boldsymbol{\theta}_{i 0}\right)\right)\right)+O_{p}\left(T^{-1} \lambda_{T}\right) \tag{S.10}
\end{align*}
$$

Note that the expected value of $\mathbb{H}_{T i}^{(\alpha)}\left(\boldsymbol{\theta}_{i 0}\right)-\left(\lambda_{T} / T\right) \operatorname{sgn}\left(\alpha_{i 0}\right)=\frac{1}{T} \sum_{t} \psi_{\tau}\left(y_{i t}-\boldsymbol{x}_{i t}^{\prime} \boldsymbol{\beta}_{0}-\alpha_{i 0}\right)$ is zero for all $i$. Setting (their notation first, ours second) $m=p+1, n=T$ and $\xi_{m}=M+1$, and using $\kappa_{n}=C \log T$ with $C>1$, Lemma S.1.3 of Chao, Volgushev, and Cheng (2017) and the union bound imply that the right-hand side of (S.10) satisfies

$$
\begin{equation*}
\sup _{i}\left|\mathbb{H}_{T i}^{(\alpha)}\left(\boldsymbol{\theta}_{i 0}\right)-\left(\lambda_{T} / T\right) \operatorname{sgn}\left(\alpha_{i 0}\right)\right|=O_{p}\left(\sup _{i}\left\|\mathbb{P}_{T i}-P_{i}\right\|_{\mathcal{G}_{1}}\right)=O_{p}\left(T^{-1 / 2}(\log T)^{1 / 2}\right) \tag{S.11}
\end{equation*}
$$

Next, Lemma S.1.3 from Chao, Volgushev, and Cheng (2017) may be used again (with the same constants) to find

$$
\begin{align*}
\sup _{i} \mid \mathbb{H}_{T i}^{(\alpha)}\left(\hat{\boldsymbol{\theta}}_{i}\right) & -H_{T i}^{(\alpha)}\left(\hat{\boldsymbol{\theta}}_{i}\right)-\mathbb{H}_{T i}^{(\alpha)}\left(\boldsymbol{\theta}_{i 0}\right)+H_{T i}^{(\alpha)}\left(\boldsymbol{\theta}_{i 0}\right) \mid \\
& =O_{p}\left(\sup _{i}\left\|\mathbb{P}_{T i}-P_{i}\right\|_{\mathcal{G}_{2}\left(\left\|\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}_{0}\right\|+\sup _{i}\left|\hat{\alpha}_{i}-\alpha_{i 0}\right|\right)}\right) \\
& =O_{p}\left(\left(\left\|\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}_{0}\right\|+\sup _{i}\left|\hat{\alpha}_{i}-\alpha_{i 0}\right|\right)^{1 / 2} T^{-1 / 2}(\log T)^{1 / 2}+T^{-1} \log T\right) \\
& =o_{p}\left(T^{-1 / 2}(\log T)^{1 / 2}\right) \tag{S.12}
\end{align*}
$$

by the consistency of $\hat{\boldsymbol{\theta}}_{i}$. Using (S.11) and (S.12) in (S.10) implies the result.

Lemma S.4. Under Assumptions B1 and B3-B6,

$$
\begin{align*}
\boldsymbol{D}_{N}^{-1} \frac{1}{N} & \sum_{i=1}^{N}\left(\mathbb{K}_{T i}^{(\theta)}\left(\hat{\boldsymbol{\theta}}_{i}\right)-K_{T i}^{(\theta)}\left(\hat{\boldsymbol{\theta}}_{i}\right)-\mathbb{K}_{T i}^{(\theta)}\left(\boldsymbol{\theta}_{i 0}\right)+K_{T i}^{(\theta)}\left(\boldsymbol{\theta}_{i 0}\right)\right) \\
& =O_{p}\left(\left\|\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}_{0}\right\|^{1 / 2} T^{-1 / 2}(\log T)^{1 / 2}+T^{-1} \log T+T^{-2 / 3} N^{-1 / 2}+T^{-1}(\log T)^{1 / 2} \lambda_{T}^{1 / 2}\right) . \tag{S.13}
\end{align*}
$$

Proof of Lemma S.4. First, for ease of notation define

$$
\frac{1}{N} \sum_{i=1}^{N}\left(\mathbb{K}_{T i}^{(\theta)}\left(\boldsymbol{\theta}_{i}\right)-K_{T i}^{(\theta)}\left(\boldsymbol{\theta}_{i}\right)-\mathbb{K}_{T i}^{(\theta)}\left(\boldsymbol{\theta}_{i}^{\prime}\right)+K_{T i}^{(\theta)}\left(\boldsymbol{\theta}_{i}^{\prime}\right)\right):=\frac{1}{N} \sum_{i=1}^{N} \mathcal{K}_{i}\left(\boldsymbol{\theta}_{i}, \boldsymbol{\theta}_{i}^{\prime}\right)
$$

Given the assumed positive definiteness of $\boldsymbol{D}_{N}$, we may focus on the stochastic order of this average. Recalling that $\tilde{\alpha}_{i}$ was defined in (S.8), write

$$
\begin{equation*}
\frac{1}{N} \sum_{i=1}^{N} \mathcal{K}_{i}\left(\hat{\boldsymbol{\theta}}_{i}, \boldsymbol{\theta}_{i 0}\right)=\frac{1}{N} \sum_{i=1}^{N} \mathcal{K}_{i}\left(\hat{\boldsymbol{\theta}}_{i},\left(\boldsymbol{\beta}_{0}, \tilde{\alpha}_{i}\right)\right)+\frac{1}{N} \sum_{i=1}^{N} \mathcal{K}_{i}\left(\left(\boldsymbol{\beta}_{0}, \tilde{\alpha}_{i}\right), \boldsymbol{\theta}_{i 0}\right) . \tag{S.14}
\end{equation*}
$$

Suppose that the assumptions of Theorem 2 are satisfied. Recalling the definition of $\mathcal{G}_{2}(\delta)$ in (S.7),

$$
\begin{aligned}
\sup _{i} \mathcal{K}_{i}\left(\hat{\boldsymbol{\theta}}_{i},\left(\boldsymbol{\beta}_{0}, \tilde{\alpha}_{i}\right)\right) & =O_{p}\left(\sup _{i}\left\|\mathbb{P}_{T i}-P_{i}\right\|_{\mathcal{G}_{2}\left(\left\|\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}_{0}\right\|+\sup _{i}\left|\hat{\alpha}_{i}-\tilde{\alpha}_{i}\right|\right)}\right) \\
& =O_{p}\left(\left(\left\|\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}_{0}\right\|+\sup _{i}\left|\hat{\alpha}_{i}-\tilde{\alpha}_{i}\right|\right)^{1 / 2} T^{-1 / 2}(\log T)^{1 / 2}+T^{-1} \log T\right),
\end{aligned}
$$

where the second estimate is a result of Lemma S.1.3 of Chao, Volgushev, and Cheng (2017) with $m=p+1, \xi_{m}=M$ and $\kappa_{n}=C \log T$, using the union bound for the supremum. Therefore Lemma S. 5 implies that

$$
\begin{equation*}
\sup _{i} \mathcal{K}_{i}\left(\hat{\boldsymbol{\theta}}_{i},\left(\boldsymbol{\beta}_{0}, \tilde{\alpha}_{i}\right)\right)=O_{p}\left(\left\|\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}_{0}\right\|^{1 / 2} T^{-1 / 2}(\log T)^{1 / 2}+T^{-1} \log T+T^{-1}(\log T)^{1 / 2} \lambda_{T}^{1 / 2}\right) \tag{S.15}
\end{equation*}
$$

Next we require the stochastic order of $\sup _{i} \mathcal{K}_{i}\left(\left(\boldsymbol{\beta}_{0}, \tilde{\alpha}_{i}\right), \boldsymbol{\theta}_{i 0}\right)$. Note that the $\left\{\mathcal{K}_{i}\left(\left(\boldsymbol{\beta}_{0}, \tilde{\alpha}_{i}\right), \boldsymbol{\theta}_{i 0}\right)\right\}_{i}$ are independent and that

$$
\mathcal{K}_{i}\left(\left(\boldsymbol{\beta}_{0}, \tilde{\alpha}_{i}\right), \boldsymbol{\theta}_{i 0}\right)=O_{p}\left(\left\|\mathbb{P}_{T i}-P_{i}\right\|_{\mathcal{G}_{2}\left(\left|\tilde{\alpha}_{i}-\alpha_{i 0}\right|\right)}\right) .
$$

Lemma 3 of Galvao, Gu, and Volgushev (2020) shows that $\mathrm{E}\left[\frac{1}{N} \sum_{i} \mathcal{K}_{i}\left(\left(\boldsymbol{\beta}_{0}, \tilde{\alpha}_{i}\right), \boldsymbol{\theta}_{i 0}\right)\right]=O_{p}\left(T^{-1} \log T\right)$.
Consider bounding the order of the variance of this average. By Assumption B3, $\sup _{i}\left\|\mathcal{K}_{i}\left(\left(\boldsymbol{\beta}_{0}, \tilde{\alpha}_{i}\right), \boldsymbol{\theta}_{i 0}\right)\right\| \leq$ $4 M$. In addition, we have

$$
\begin{aligned}
& \mathrm{P}\left\{\sup _{i}\left\|\mathcal{K}_{i}\left(\left(\boldsymbol{\beta}_{0}, \tilde{\alpha}_{i}\right), \boldsymbol{\theta}_{i 0}\right)\right\|>T^{-2 / 3}\right\} \\
& \quad \leq \mathrm{P}\left\{\sup _{i}\left|\tilde{\alpha}_{i}-\alpha_{i 0}\right|>c T^{-1 / 2}(\log T)^{1 / 2}\right\}+\mathrm{P}\left\{C\left\|\mathbb{P}_{T i}-P_{i}\right\|_{\mathcal{G}_{2}\left(c T^{-1 / 2}(\log T)^{1 / 2}\right)}>T^{-2 / 3}\right\} \\
& =O\left(T^{-2}\right)
\end{aligned}
$$

The above order estimate uses Lemma S. 6 with $\kappa=2$ for the first term. It uses Lemma S.1.3 of Chao, Volgushev, and Cheng (2017) for the second, setting $\xi_{n}=M+1, m=p+1, \kappa_{n}=2 \log T$ and $\delta_{n}=c T^{-1 / 2}(\log T)^{1 / 2}$ (their notation first, ours second), noting that $T^{-3 / 4}(\log T)^{3 / 4}=o\left(T^{-2 / 3}\right)$. Then the variance of one term in the average, writing $\mathcal{K}_{i}=\mathcal{K}_{i}\left(\left(\boldsymbol{\beta}_{0}, \tilde{\alpha}_{i}\right), \boldsymbol{\theta}_{i 0}\right)$, is bounded by

$$
\begin{aligned}
\sup _{i} \operatorname{Var}\left(\mathcal{K}_{i}\right) & \leq \sup _{i} \mathrm{E}\left[\mathcal{K}_{i}^{2} I\left(\left|\mathcal{K}_{i}\right|>T^{-2 / 3}\right)+\mathcal{K}_{i}^{2} I\left(\left|\mathcal{K}_{i}\right| \leq T^{-2 / 3}\right)\right] \\
& \leq 16 M^{2} \sup _{i} \mathrm{P}\left\{\left|\mathcal{K}_{i}\right|>T^{-2 / 3}\right\}+T^{-4 / 3}=O\left(T^{-4 / 3}\right) .
\end{aligned}
$$

Then using independence over $i$ and $\mathrm{E}[|X|] \leq|\mathrm{E}[X]|+\sqrt{\operatorname{Var}(X)}$,

$$
\begin{equation*}
\frac{1}{N} \sum_{i=1}^{N} \mathcal{K}_{i}\left(\left(\boldsymbol{\beta}_{0}, \tilde{\alpha}_{i}\right), \boldsymbol{\theta}_{i 0}\right)=O_{p}\left(T^{-1} \log T+T^{-2 / 3} N^{-1 / 2}\right) \tag{S.16}
\end{equation*}
$$

Use (S.16) and (S.15) in (S.14) to find the result.

Lemma S.5. Recall the definition of $\tilde{\alpha}_{i}$ from (S.8). Under Assumptions B1 and B3-B5,

$$
\begin{equation*}
\sup _{i}\left|\hat{\alpha}_{i}-\tilde{\alpha}_{i}\right|=O_{p}\left(\left\|\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}_{0}\right\|+T^{-1} \log T+T^{-1} \lambda_{T}\right) . \tag{S.17}
\end{equation*}
$$

Proof of Lemma S.5. For any value of $\boldsymbol{\beta}$ define the empirical CDF of $\left\{y_{i t}-\boldsymbol{x}_{i t}^{\prime} \boldsymbol{\beta}\right\}_{t}$ for unit $i$ by

$$
\hat{\mathbb{F}}_{i T}(y, \boldsymbol{\beta})=\frac{1}{T} \sum_{t=1}^{T} I\left(y_{i t}-\boldsymbol{x}_{i t}^{\prime} \boldsymbol{\beta} \leq y\right) .
$$

Given any value of $\boldsymbol{\beta}$, the solution to $\min _{a} \sum_{t=1}^{T} \rho_{\tau}\left(y_{i t}-\boldsymbol{x}_{i t}^{\prime} \boldsymbol{\beta}-a\right)+\lambda_{T}|a|$ is a penalized sample quantile from $\left\{y_{i t}-\boldsymbol{x}_{i t}^{\prime} \boldsymbol{\beta}\right\}_{t=1}^{T}$ : the solution $a_{i}^{*}$ satisfies

$$
\begin{equation*}
\left|\hat{\mathbb{F}}_{i T}\left(a_{i}^{*}, \boldsymbol{\beta}\right)-\tau+\left(\lambda_{T} / T\right) \operatorname{sgn}\left(a_{i}^{*}\right)\right| \leq 1 / T \text { a.s. } \tag{S.18}
\end{equation*}
$$

That is, $a_{i}^{*}$ lies between the $\left(\tau-\left(\lambda_{T}+1\right) / T\right)$-th and $\left(\tau+\left(\lambda_{T}+1\right) / T\right)$-th sample quantiles of $\left\{y_{i t}-\boldsymbol{x}_{i t}^{\prime} \boldsymbol{\beta}\right\}_{t}$. Therefore

$$
\left|\hat{\mathbb{F}}_{i T}\left(\hat{\alpha}_{i}, \hat{\boldsymbol{\beta}}\right)-\hat{\mathbb{F}}_{i T}\left(\tilde{\alpha}_{i}, \boldsymbol{\beta}_{0}\right)\right|=O_{p}\left(T^{-1} \lambda_{T}\right) .
$$

Given this, the rest of the proof follows the same steps as the proof of Lemma 7 in Galvao, Gu, and Volgushev (2020), leading to

$$
\sup _{i}\left|\hat{\alpha}_{i}-\tilde{\alpha}_{i}\right|=O_{p}\left(\left\|\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}_{0}\right\|+T^{-1} \log T\right)+O_{p}\left(T^{-1} \lambda_{T}\right) .
$$

The following lemma about penalized sample quantile estimates is analogous to classical results about sample quantiles as in Serfling (1980).

Lemma S.6. Suppose that Assumptions B1 and B3-B6 hold. Then there is a constant $c>0$ not depending on $i, N$ or $T$ such that

$$
\mathrm{P}\left\{\left|\tilde{\alpha}_{i}-\alpha_{i 0}\right|>c \kappa^{1 / 2} T^{-1 / 2}(\log T)^{1 / 2}\right\}=O\left(T^{-\kappa}\right)
$$

Proof of Lemma S.6. As in the proof of Lemma S.5, let $\hat{\mathbb{F}}_{i T}(y, \boldsymbol{\beta})=\frac{1}{T} \sum_{t=1}^{T} I\left(y_{i t}-\boldsymbol{x}_{i t}^{\prime} \boldsymbol{\beta} \leq y\right)$. Furthermore let $F_{i T}(y, \boldsymbol{\beta})=\mathrm{E}\left[\hat{\mathbb{F}}_{i T}(y, \boldsymbol{\beta})\right]$. Given $\boldsymbol{\beta}_{0}$, the solution $\tilde{\alpha}_{i}$ for sufficiently large $T$ (assuming $\left.\lambda_{T}=o_{p}(T)\right)$ satisfies

$$
\begin{equation*}
\left|\hat{\mathbb{F}}_{i T}\left(\tilde{\alpha}_{i}, \boldsymbol{\beta}_{0}\right)-\tau+\left(\lambda_{T} / T\right) \operatorname{sgn}\left(\tilde{\alpha}_{i}\right)\right| \leq 1 / T \text { a.s. } \tag{S.19}
\end{equation*}
$$

Fix $\epsilon>0$ and note that $\mathrm{P}\left\{\left|\tilde{\alpha}_{i}-\alpha_{i 0}\right|>\epsilon\right\}=\mathrm{P}\left\{\tilde{\alpha}_{i}>\alpha_{i 0}+\epsilon\right\}+\mathrm{P}\left\{\tilde{\alpha}_{i}<\alpha_{i 0}-\epsilon\right\}$. Since (S.19) implies that $\hat{\mathbb{F}}_{i T}\left(\tilde{\alpha}_{i}, \boldsymbol{\beta}_{0}\right) \leq \tau+\left(\lambda_{T}+1\right) / T$, we may write

$$
\begin{align*}
\mathrm{P}\left\{\tilde{\alpha}_{i}>\alpha_{i 0}+\epsilon\right\} & =\mathrm{P}\left\{\hat{\mathbb{F}}_{i T}\left(\tilde{\alpha}_{i}, \boldsymbol{\beta}_{0}\right)>\hat{\mathbb{F}}_{i T}\left(\alpha_{i 0}+\epsilon, \boldsymbol{\beta}_{0}\right)\right\}  \tag{S.20}\\
& \leq \mathrm{P}\left\{T \tau+\left(\lambda_{T}+1\right)>\sum_{t=1}^{T} I\left(y_{i t}-\boldsymbol{x}_{i t}^{\prime} \boldsymbol{\beta}_{0} \leq \alpha_{i 0}+\epsilon\right)\right\} \\
& =\mathrm{P}\left\{\sum_{t=1}^{T} I\left(y_{i t}-\boldsymbol{x}_{i t}^{\prime} \boldsymbol{\beta}_{0}>\alpha_{i 0}+\epsilon\right)+\left(\lambda_{T}+1\right)>T(1-\tau)\right\} .
\end{align*}
$$

Letting $v_{i t}=I\left(y_{i t}-\boldsymbol{x}_{i t}^{\prime} \boldsymbol{\beta}_{0}>\alpha_{i 0}+\epsilon\right)$, rewrite this as

$$
\begin{align*}
& =\mathrm{P}\left\{\sum_{t=1}^{T}\left(v_{i t}-\mathrm{E}\left[v_{i t}\right]\right)+\left(\lambda_{T}+1\right)>T F_{i T}\left(\alpha_{i 0}+\epsilon, \boldsymbol{\beta}_{0}\right)-T \tau\right\} \\
& \leq \mathrm{P}\left\{\sum_{t=1}^{T}\left(v_{i t}-\mathrm{E}\left[v_{i t}\right]\right)>T F_{i T}\left(\alpha_{i 0}+\epsilon, \boldsymbol{\beta}_{0}\right)-T \tau\right\} \\
& \quad+\mathrm{P}\left\{\lambda_{T}+1>T F_{i T}\left(\alpha_{i 0}+\epsilon, \boldsymbol{\beta}_{0}\right)-T \tau\right\} . \tag{S.21}
\end{align*}
$$

An analogous argument with $\tilde{v}_{i t}=I\left(y_{i t}-\boldsymbol{x}_{i t}^{\prime} \boldsymbol{\beta}_{0} \leq \alpha_{i 0}-\epsilon\right)$ implies that

$$
\begin{array}{r}
\mathrm{P}\left\{\tilde{\alpha}_{i}<\alpha_{i 0}-\epsilon\right\} \leq \mathrm{P}\left\{\sum_{t=1}^{T}\left(\tilde{v}_{i t}-\mathrm{E}\left[\tilde{v}_{i t}\right]\right)>T \tau-T F_{i T}\left(\alpha_{i 0}-\epsilon, \boldsymbol{\beta}_{0}\right)\right\} \\
+\mathrm{P}\left\{\lambda_{T}+1>T \tau-T F_{i T}\left(\alpha_{i 0}-\epsilon, \boldsymbol{\beta}_{0}\right)\right\} . \tag{S.22}
\end{array}
$$

Define $\delta_{i T}=\delta_{i T}(\epsilon)$ by

$$
\delta_{i T}=\min \left\{F_{i T}\left(\alpha_{i 0}+\epsilon, \boldsymbol{\beta}_{0}\right)-\tau, \tau-F_{i T}\left(\alpha_{i 0}-\epsilon, \boldsymbol{\beta}_{0}\right)\right\} .
$$

Applying Hoeffding's inequality to both (S.21) and (S.22) implies

$$
\begin{equation*}
\mathrm{P}\left\{\left|\tilde{\alpha}_{i}-\alpha_{i 0}\right|>\epsilon\right\} \leq 2 e^{-2 T \delta_{i T}^{2}}+2 \mathrm{P}\left\{\lambda_{T}+1>T \delta_{i T}\right\} \tag{S.23}
\end{equation*}
$$

Next, given $\kappa$ in B6, define $\epsilon_{T}=\underline{f}^{-1} \kappa^{1 / 2} T^{-1 / 2}(\log T)^{1 / 2}$ and consider bounding $\mathrm{P}\left\{\left|\tilde{\alpha}_{i}-\alpha_{i 0}\right|>\epsilon_{T}\right\}$. Note that $F_{i T}\left(\alpha_{i 0}+u, \boldsymbol{\beta}_{0}\right)=\mathrm{E}\left[F_{u_{i t} \mid \boldsymbol{x}_{i t}}\left(u \mid \boldsymbol{x}_{i t}\right)\right]$, and Assumption B4 implies that $\underline{f}>0$ exists. As $T$ grows large, again under Assumption $\mathrm{B} 4, F_{i T}\left(\alpha_{i 0}+\epsilon_{T}, \boldsymbol{\beta}_{0}\right)-\tau=\mathrm{E}\left[f_{i}\left(0 \mid \boldsymbol{x}_{i t}\right)\right] \epsilon_{T}+o\left(\epsilon_{T}\right)$, implying that for given constant $c$, for all $T$ large enough,

$$
F_{i T}\left(\alpha_{i 0}+\epsilon_{T}, \boldsymbol{\beta}_{0}\right)-\tau \geq c \kappa^{1 / 2} T^{-1 / 2}(\log T)^{1 / 2}
$$

and similarly

$$
\tau-F_{i T}\left(\alpha_{i 0}-\epsilon_{T}, \boldsymbol{\beta}_{0}\right) \geq c \kappa^{1 / 2} T^{-1 / 2}(\log T)^{1 / 2}
$$

Therefore the definition of $\delta_{i T}$ using $\epsilon_{T}$ implies that $2 e^{-2 T \delta_{i T}^{2}}=O\left(T^{-\kappa}\right)$. Finally, given $c$, for large enough $T$ we have

$$
\mathrm{P}\left\{\lambda_{T}+1>T \delta_{i T}\left(\epsilon_{T}\right)\right\} \leq \mathrm{P}\left\{\lambda_{T}+1>c \kappa^{1 / 2} T^{1 / 2}(\log T)^{1 / 2}\right\},
$$

and by Assumption B6 we may choose $c$ such that the latter sequence of probabilities is $O\left(T^{-\kappa}\right)$.
Remark S.1. Condition B6 is nearly equivalent to making the assumption that $\lambda_{T}$ behaves like the sum of independent subgaussian random variables. To see this, suppose that with $\mu_{T}=\mathrm{E}\left[\lambda_{T}\right]$ and (given $\kappa$ ) $\sigma_{T}=\sqrt{T / 2 \kappa}$, we have the Hoeffding bound $\mathrm{P}\left\{\left(\lambda_{T}-\mu_{T}\right) \geq t\right\} \leq \exp \left\{-t^{2} / 2 \sigma_{T}^{2}\right\}$ for all $t>0$. Then $\mathrm{P}\left\{\left(\lambda_{T}-\mu_{T}\right)>c T^{1 / 2}(\log T)^{1 / 2}\right\} \leq T^{-\kappa}$. If, in addition, $\mu_{T}=o\left(T^{1 / 2}(\log T)^{1 / 2}\right)$, then this implies our assumption.

The following lemma shows that the check function satisfies a triangle inequality, and a sort of reverse triangle inequality. The inequality $\left|\rho_{\tau}(u)-\rho_{\tau}(v)\right|<|u-v|$ for $\tau \in(0,1)$ is used often in the quantile regression literature, but for the computational property of the penalized estimator described above in Lemma S.1, a sharp inequality is required, which is what is shown in the second part of the following lemma.

Lemma S.7. Let $\rho_{\tau}(u)=u(\tau-I(u<0))$ for $\tau \in(0,1)$ and $u \in \mathbb{R}$. Then
(1) $\rho_{\tau}(u+v) \leq \rho_{\tau}(u)+\rho_{\tau}(v)$
(2) $\left|\rho_{\tau}(u)-\rho_{\tau}(v)\right| \leq \max \{\tau, 1-\tau\}|u-v|$.

Proof of Lemma S.7. It can be verified that $\rho_{\tau}(u)=\max \{(\tau-1) u, \tau u\}$. This implies both $(\tau-1) u \leq$ $\rho_{\tau}(u)$ and $\tau u \leq \rho_{\tau}(u)$. Therefore $\tau(u+v)=\tau u+\tau v \leq \rho_{\tau}(u)+\rho_{\tau}(v)$ and $(\tau-1)(u+v)=(\tau-1) u+$ $(\tau-1) v \leq \rho_{\tau}(u)+\rho_{\tau}(v)$, which together imply

$$
\rho_{\tau}(u+v)=\max \{(\tau-1)(u+v), \tau(u+v)\} \leq \rho_{\tau}(u)+\rho_{\tau}(v) .
$$

Next, this inequality implies $\rho_{\tau}(u) \leq \rho_{\tau}(u-v)+\rho_{\tau}(v)$ and $\rho_{\tau}(v) \leq \rho_{\tau}(v-u)+\rho_{\tau}(u)$. Then

$$
\rho_{\tau}(u)-\rho_{\tau}(v) \leq \rho_{\tau}(u-v)=\max \{(\tau-1)(u-v), \tau(u-v)\} \leq \max \{\tau, 1-\tau\}|u-v|
$$

and similarly, $\rho_{\tau}(v)-\rho_{\tau}(u) \leq \max \{\tau, 1-\tau\}|u-v|$. This implies the result.

## S.2. On the cross-sectional pairs bootstrap with fixed $N$ and $T$

In this section, we offer a heuristic illustration of some problems with using a cross-sectional pairs bootstrap for the penalized quantile regression estimator.

Fix $N$ and $T$ and assume that all $\alpha_{i 0} \neq 0$ for simplicity. The assumption on $\alpha_{i 0}$ reflects the fact that we make no sparsity assumptions in our analysis (see Knight and Fu (2000) for analogous expressions with some $\left.\alpha_{i 0}=0\right)$. Define $\boldsymbol{\delta}=\sqrt{N T}\left(\boldsymbol{\beta}-\boldsymbol{\beta}_{0}\right)$ and $\boldsymbol{\eta}$ by $\eta_{i}=\sqrt{T}\left(\alpha_{i}-\alpha_{i 0}\right)$ for $i=1, \ldots N$. Then let

$$
\begin{equation*}
\mathbb{V}_{T}(\boldsymbol{\delta}, \boldsymbol{\eta})=\sum_{i=1}^{N} \sum_{t=1}^{T}\left\{\rho_{\tau}\left(u_{i t}-\frac{\boldsymbol{x}_{i t}^{\prime} \boldsymbol{\delta}}{\sqrt{N T}}-\frac{\eta_{i}}{\sqrt{T}}\right)-\rho_{\tau}\left(u_{i t}\right)\right\}+\lambda_{T} \sum_{i=1}^{N}\left\{\left|\alpha_{i 0}+\frac{\eta_{i}}{\sqrt{T}}\right|-\left|\alpha_{i 0}\right|\right\} \tag{S.24}
\end{equation*}
$$

where $u_{i t}=y_{i t}-\boldsymbol{x}_{i t}^{\prime} \boldsymbol{\beta}_{0}-\alpha_{i 0}$. This objective function is equivalent to (2.2) in the main text. Analysis like that of of Koenker (2004) shows that when $T$ is large, letting $f_{i}=f_{u_{i t} \mid \boldsymbol{x}_{i t}}$ and defining $\boldsymbol{\gamma}_{i}=\left(\boldsymbol{\delta}^{\prime} / \sqrt{N}, \eta_{i}\right)^{\prime}$, and letting $A \approx B$ mean that $A$ is approximately distributed as $B$,

$$
\begin{equation*}
\mathbb{V}_{T}(\boldsymbol{\delta}, \boldsymbol{\eta}) \approx-\sum_{i=1}^{N} \gamma_{i}^{\prime} \boldsymbol{B}_{T i}+\frac{1}{2} \sum_{i=1}^{N} \gamma_{i}^{\prime} \boldsymbol{D}_{T i} \boldsymbol{\gamma}_{i}+\frac{\lambda_{T}}{\sqrt{T}} \sum_{i=1}^{N} \eta_{i} \operatorname{sgn}\left(\alpha_{i 0}\right) \tag{S.25}
\end{equation*}
$$

where

$$
\boldsymbol{B}_{T i}=\frac{1}{\sqrt{T}} \sum_{t=1}^{T}\left[\begin{array}{c}
\boldsymbol{x}_{i t} \\
1
\end{array}\right] \psi_{\tau}\left(u_{i t}\right), \quad \boldsymbol{D}_{T i}=\frac{1}{T} \sum_{t=1}^{T} f_{i}\left(0 \mid \boldsymbol{x}_{i t}\right)\left[\begin{array}{cc}
\boldsymbol{x}_{i t} \boldsymbol{x}_{i t}^{\prime} & \boldsymbol{x}_{i t} \\
\boldsymbol{x}_{i t}^{\prime} & 1
\end{array}\right] .
$$

To examine the validity of the cross-sectional pairs bootstrap, consider an analog loss function for resampled data. Letting $\boldsymbol{y}_{i}$ and $\boldsymbol{X}_{i}$ denote the vector and matrix of response and covariate observations corresponding to unit $i$, a cross-sectional pairs bootstrap procedure resamples $N$ pairs $\left(\boldsymbol{y}_{i}, \boldsymbol{X}_{i}\right)$ for $1 \leq i \leq N$ with replacement. Let $n_{i}^{*}$ denote the number of times unit $i$ is redrawn from the original sample. Thus, a bootstrapped estimate, the minimizer of the bootstrap objective function, solves

$$
\begin{equation*}
\tilde{\boldsymbol{\theta}}=\left(\tilde{\boldsymbol{\beta}}^{\prime}, \tilde{\boldsymbol{\alpha}}^{\prime}\right)^{\prime}=\underset{\boldsymbol{\theta} \in \boldsymbol{\Theta}}{\operatorname{argmin}} \sum_{i=1}^{N} n_{i}^{*} \sum_{t=1}^{T} \rho_{\tau}\left(y_{i t}-\boldsymbol{x}_{i t}^{\prime} \boldsymbol{\beta}-\alpha_{i}\right)+\lambda_{T} \sum_{i=1}^{N} n_{i}^{*}\left|\alpha_{i}\right| . \tag{S.26}
\end{equation*}
$$

Recenter (S.26) employing $\hat{\boldsymbol{\theta}}$. We find a bootstrap analog of the original objective function (2.3), denoting $\hat{u}_{i t}=y_{i t}-\hat{\boldsymbol{\beta}}^{\prime} \boldsymbol{x}_{i t}-\hat{\alpha}_{i}$ :

$$
\begin{equation*}
\tilde{\mathbb{V}}_{T}(\boldsymbol{\delta}, \boldsymbol{\eta})=\sum_{i=1}^{N} n_{i}^{*} \sum_{t=1}^{T}\left\{\rho_{\tau}\left(\hat{u}_{i t}-\frac{\boldsymbol{x}_{i t}^{\prime} \boldsymbol{\delta}}{\sqrt{N T}}-\frac{\eta_{i}}{\sqrt{T}}\right)-\rho_{\tau}\left(\hat{u}_{i t}\right)\right\}+\lambda_{T} \sum_{i=1}^{N} n_{i}^{*}\left\{\left|\hat{\alpha}_{i}+\frac{\eta_{i}}{\sqrt{T}}\right|-\left|\hat{\alpha}_{i}\right|\right\} . \tag{S.27}
\end{equation*}
$$

Then

$$
\begin{equation*}
\tilde{\mathbb{V}}_{T}(\boldsymbol{\delta}, \boldsymbol{\eta}) \approx-\sum_{i=1}^{N} n_{i}^{*} \gamma_{i}^{\prime} \tilde{\boldsymbol{B}}_{T i}+\frac{1}{2} \sum_{i=1}^{N} n_{i}^{*} \boldsymbol{\gamma}_{i}^{\prime} \tilde{\boldsymbol{D}}_{T i} \boldsymbol{\gamma}_{i}+\frac{\lambda_{T}}{\sqrt{T}} \sum_{i=1}^{N} n_{i}^{*} \eta_{i} \operatorname{sgn}\left(\alpha_{i 0}\right) \tag{S.28}
\end{equation*}
$$

where

$$
\begin{aligned}
& \tilde{\boldsymbol{B}}_{T i}=\frac{1}{\sqrt{T}} \sum_{t=1}^{T}\left[\begin{array}{c}
\boldsymbol{x}_{i t} \\
1
\end{array}\right] \psi_{\tau}\left(u_{i t}-\boldsymbol{x}_{i t}^{\prime}\left(\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}_{0}\right)-\left(\hat{\alpha}_{i}-\alpha_{i 0}\right)\right), \\
& \tilde{\boldsymbol{D}}_{T i}=\frac{1}{T} \sum_{t=1}^{T} f_{i}\left(\boldsymbol{x}_{i t}^{\prime}\left(\hat{\boldsymbol{\beta}}-\boldsymbol{\beta}_{0}\right)+\left(\hat{\alpha}_{i}-\alpha_{i 0}\right)\right)\left[\begin{array}{cc}
\boldsymbol{x}_{i t} \boldsymbol{x}_{i t}^{\prime} & \boldsymbol{x}_{i t} \\
\boldsymbol{x}_{i t}^{\prime} & 1
\end{array}\right] .
\end{aligned}
$$

As in Section 2.2, there are two key differences between expressions (S.25) and (S.28). First, $\tilde{\boldsymbol{B}}_{T i} \neq$ $\boldsymbol{B}_{T i}$ and $\tilde{\boldsymbol{D}}_{T i} \neq \boldsymbol{D}_{T i}$ due to the fact that recentering uses $\hat{\boldsymbol{\theta}}$, which is biased since the model implies that $\mathrm{E}\left[\psi_{\tau}\left(u_{i t}\right)\right]=0$.

Second, there is a problem with variability in the penalty term. It is straightforward to calculate that the expected value of the objective function with respect to the bootstrap weights (i.e., conditional on the observations) is minimized at $\hat{\boldsymbol{\theta}}=(\hat{\boldsymbol{\beta}}, \hat{\boldsymbol{\alpha}})$. However, let $\mathcal{A}=\left\{i: n_{i}^{*}>0\right\}$ denote the "active" set of units that are included in the penalty term in (S.26). In each bootstrap repetition, $\operatorname{card}(\mathcal{A})<N$, potentially changing the penalty significantly and leading to solutions $\tilde{\boldsymbol{\theta}}$ that are very different than the minimizer $\hat{\boldsymbol{\theta}}$.

## S.3. Additional Simulation Results

S.3.1. Finite Sample Performance of the Penalized Estimator. Figure S. 1 shows the bias and root mean squared error (RMSE) of the penalized and fixed effects estimator for the slope parameter. We use the location-scale shift model considered in Section 4 of Kato, Galvao, and Montes-Rojas (2012). The variables are generated as in their second specification. The parameter of interest is $\beta(\tau)=1+0.5 F_{u}(\tau)^{-1}$, where $F_{u}$ is the distribution of the error term. The model is estimated at $\tau=0.75$ considering that the error term, $u_{i t}$, is distributed as $\mathcal{N}(0,1)$ or $\chi_{3}^{2}$.

The panels in Figure S. 1 show that the fixed effects quantile regression (FEQR) estimator is biased when $N=100$ and $T=5$. The extent of the bias varies with the distribution of the error term. Note in particular that the bias of the fixed effects estimator is -0.28 (or $9 \%$ ) when $u_{i t} \sim \chi_{3}^{2}$, which is consistent with the results in Table 4 in Kato, Galvao, and Montes-Rojas (2012). (See also Koenker, 2004 and Harding and Lamarche, 2019). In contrast, the penalized quantile regression estimator (PQR) reduces the bias and RMSE for small values of $\lambda_{T}$. The evidence shows that small increases of the tuning parameter lead to substantial improvements in both the bias profile and the RMSE.
S.3.2. Inference. We now turn our attention to the performance of tests using the bootstrap. To this end, Table S. 1 reports empirical rejection frequencies for the null hypothesis $H_{0}: \beta_{0}=1+$ $\zeta F_{u}(0.5)^{-1}$. As in Table 4.1, we consider different sample sizes $N \in\{100,200\}$ and $T \in\{5,10\}$, different distributions $F_{u}$, and different assumptions on $\alpha_{i}$. We report results using two different approaches. The cross-sectional pairs bootstrap (CS) samples over $i$ with replacement, keeping the entire block of time series observations. The wild bootstrap is implemented as discussed in Section 2.3. We first obtain residuals $\hat{u}_{i t}$ using the penalized quantile regression estimator. The estimator (2.6) is labeled 'WB1' and the estimator (2.7) is labeled 'WB2'. As in the case of the wild bootstrap


Figure S.1. Small sample performance of the fixed effects (FE) and penalized quantile regression ( $P Q R$ ) in a location-scale shift model.
estimator proposed by Feng, He , and Hu (2011), a finite sample correction is recommended. We adjust the residuals with the influence function and sign function following the Bahadur representation of the estimator derived in Theorem 2. Then, we generate $u_{i t}^{*}=w_{i t}\left|\hat{u}_{i t}\right|$, where $w_{i t}$ is an i.i.d. random variable distributed as a two-point distribution with probabilities $\tau$ and $1-\tau$ at $w_{i t}=-2 \tau$ and $w_{i t}=2(1-\tau)$. Lastly, we generate the dependent variable as $y_{i t}^{*}=\hat{\alpha}_{i}+\hat{\beta} x_{i t}+u_{i t}^{*}$.

The first columns report results based on bootstrap critical values obtained from the distribution of $\sqrt{N T}\left(\beta^{*}-\hat{\beta}\right)$, where $\hat{\lambda}_{T}$ is obtained as in Table 4.1. The last columns report results obtained using bootstrap standard errors, which are denoted by se $\left(\beta^{*}\right)$. In this case, the statistic is $\left|\hat{\beta}-\beta_{0}\right| / \operatorname{se}\left(\beta^{*}\right)$ and it is compared to $\Phi^{-1}(1-\alpha / 2)$. The theoretical size of the tests is equal to $5 \%$. As it can be seen in the upper block of Table S.1, the wild bootstrap procedure tends to produce empirical sizes that are closer to the nominal values. The lower panels of Table S. 1 show results for a DGP when the error term is distributed as $t_{3}$ and $\chi_{3}^{2}$ and offer similar conclusions. We do not observe significant differences between probabilities estimated by bootstrap critical values or bootstrap standard errors.

| $N$ | $T$ | Bootstrap Critical Values |  |  |  |  |  | Bootstrap Standard Errors |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Method: |  |  | Method: |  |  | Method: |  |  | Method: |  |  |
|  |  | CS | WB1 | WB2 | CS | WB1 | WB2 | CS | WB1 | WB2 | CS | WB1 | WB2 |
| Location shift model ( $\zeta=0$ ) and $u \sim \mathcal{N}(0,1)$ |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $\alpha_{i} \sim \mathcal{N}(0,1)$ |  |  |  |  | $\alpha_{i}=i / N$ |  |  | $\alpha_{i} \sim \mathcal{N}(0,1)$ |  |  | $\alpha_{i}=i / N$ |  |  |
| 0 | 5 | 0.008 | 0.052 | 0.048 | 0.038 | 0.050 | 0.041 | 0.018 | 0.038 | 0.041 | 0.088 | 0.043 | 0.042 |
| 100 | 10 | 0.003 | 0.040 | 0.041 | 0.033 | 0.053 | 0.044 | 0.009 | 0.035 | 0.040 | 0.086 | 0.049 | 0.047 |
| 0 | 5 | 0.004 | 0.041 | 0.039 | 0.023 | 0.030 | 0.033 | 0.012 | 0.038 | 0.038 | 0.069 | 0.029 | 0.033 |
| 200 | 10 | 0.004 | 0.036 | 0.039 | 0.023 | 0.041 | 0.040 | 0.008 | 0.036 | 0.038 | 0.067 | 0.036 | 0.042 |
| Location-scale shift model ( $\zeta=0.5$ ) and $u \sim \mathcal{N}(0,1)$ |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  | $\alpha_{i} \sim \mathcal{N}(0,1)$ |  |  | $\alpha_{i}=i / N$ |  |  | $\alpha_{i} \sim \mathcal{N}(0,1)$ |  |  | $\alpha_{i}=i / N$ |  |  |
| 0 | 5 | 0.042 | 0.062 | 0.061 | 0.045 | 0.064 | 0.064 | 0.087 | 0.049 | 0.050 | 0.094 | 0.061 | 0.061 |
| 00 | 10 | 0.041 | 0.049 | 0.047 | 0.046 | 0.053 | 0.053 | 0.091 | 0.040 | 0.041 | 0.105 | 0.053 | 0.051 |
| 200 | 5 | 0.038 | 0.052 | 0.048 | 0.028 | 0.037 | 0.037 | 0.079 | 0.038 | 0.042 | 0.073 | 0.031 | 0.033 |
| 200 | 10 | 0.032 | 0.041 | 0.040 | 0.034 | 0.037 | 0.039 | 0.085 | 0.038 | 0.040 | 0.100 | 0.037 | 0.038 |
| Location shift model ( $\zeta=0)$ and $u \sim t_{3}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  | $\alpha_{i} \sim \mathcal{N}(0,1)$ |  |  | $\alpha_{i}=i / N$ |  |  | $\alpha_{i} \sim \mathcal{N}(0,1)$ |  |  | $\alpha_{i}=i / N$ |  |  |
| 100 | 5 | 0.004 | 0.043 | 0.039 | 0.045 | 0.052 | 0.042 | 0.022 | 0.036 | 0.035 | 0.104 | 0.051 | 0.043 |
| 100 | 10 | 0.004 | 0.035 | 0.034 | 0.031 | 0.039 | 0.040 | 0.009 | 0.034 | 0.031 | 0.085 | 0.040 | 0.042 |
| 200 | 5 | 0.010 | 0.030 | 0.033 | 0.039 | 0.042 | 0.038 | 0.019 | 0.025 | 0.030 | 0.102 | 0.042 | 0.044 |
| 200 | 10 | 0.004 | 0.031 | 0.030 | 0.035 | 0.042 | 0.040 | 0.009 | 0.034 | 0.032 | 0.085 | 0.038 | 0.041 |
| Location-scale shift model ( $\zeta=0.5$ ) and $u \sim t_{3}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  | $\alpha_{i} \sim \mathcal{N}(0,1)$ |  |  | $\alpha_{i}=i / N$ |  |  | $\alpha_{i} \sim \mathcal{N}(0,1)$ |  |  | $\alpha_{i}=i / N$ |  |  |
| 100 | 5 | 0.032 | 0.038 | 0.035 | 0.062 | 0.055 | 0.054 | 0.065 | 0.038 | 0.040 | 0.100 | 0.054 | 0.054 |
| 100 | 10 | 0.046 | 0.041 | 0.044 | 0.054 | 0.057 | 0.056 | 0.090 | 0.042 | 0.043 | 0.105 | 0.051 | 0.054 |
| 200 | 5 | 0.032 | 0.026 | 0.029 | 0.052 | 0.052 | 0.047 | 0.065 | 0.033 | 0.030 | 0.097 | 0.052 | 0.050 |
| 200 | 10 | 0.044 | 0.036 | 0.037 | 0.043 | 0.033 | 0.033 | 0.090 | 0.038 | 0.037 | 0.101 | 0.033 | 0.033 |
| Location shift model ( $\zeta=0$ ) and $u \sim \chi_{3}^{2}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  | $\alpha_{i} \sim \mathcal{N}(0,1)$ |  |  | $\alpha_{i}=i / N$ |  |  | $\alpha_{i} \sim \mathcal{N}(0,1)$ |  |  | $\alpha_{i}=i / N$ |  |  |
| 100 | 5 | 0.022 | 0.047 | 0.045 | 0.040 | 0.062 | 0.062 | 0.051 | 0.046 | 0.047 | 0.107 | 0.070 | 0.070 |
| 100 | 10 | 0.024 | 0.061 | 0.066 | 0.042 | 0.068 | 0.068 | 0.056 | 0.059 | 0.064 | 0.100 | 0.063 | 0.064 |
| 200 | 5 | 0.034 | 0.049 | 0.052 | 0.046 | 0.046 | 0.043 | 0.059 | 0.044 | 0.045 | 0.113 | 0.062 | 0.061 |
| 200 | 10 | 0.030 | 0.064 | 0.06 | 0.037 | 0.043 | 0.043 | 0.059 | 0.065 | 0.067 | 0.079 | 0.044 | 0.044 |
| Location-scale model ( $\zeta=0.5$ ) and $u \sim \chi_{3}^{2}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  | $\alpha_{i} \sim \mathcal{N}(0,1)$ |  |  | $\alpha_{i}=i / N$ |  |  | $\alpha_{i} \sim \mathcal{N}(0,1)$ |  |  | $\alpha_{i}=i / N$ |  |  |
| 100 | 5 | 0.046 | 0.055 | 0.055 | 0.052 | 0.066 | 0.064 | 0.076 | 0.057 | 0.058 | 0.095 | 0.074 | 0.070 |
| 100 | 10 | 0.037 | 0.056 | 0.056 | 0.049 | 0.068 | 0.069 | 0.086 | 0.053 | 0.054 | 0.114 | 0.067 | 0.069 |
| 200 | 5 | 0.061 | 0.056 | 0.057 | 0.053 | 0.057 | 0.053 | 0.098 | 0.068 | 0.067 | 0.107 | 0.074 | 0.074 |
| 200 | 10 | 0.043 | 0.061 | 0.062 | 0.038 | 0.046 | 0.043 | 0.113 | 0.060 | 0.061 | 0.097 | 0.045 | 0.045 |

Table S.1. Empirical rejection probabilities of $H_{0}: \beta_{0}(0.5)=1+\zeta F_{u}(0.5)^{-1}$. CS denotes cross-sectional pairs bootstrap, WB1 denotes wild bootstrap estimator (2.6), and WB2 wild bootstrap estimator (2.7).
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